Math 2270-1

Notes of 8/27/2019

The Matrix Equation Ax=b

o If Ais an m X n matrix and x is in R"™, then
the product of A and x is the linear combi-
nation of the columns of A, with the weights
being given by the entries of x.

e More explicitly:

L1

X2
Ax:[a1 a9 an]

| Ty,

= Tr1Q] + X282 + ...+ Tpa,.

@ Note that the product Ax is defined only

if x has as many rows as A has columns!

e Examples:
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e Clearly (Theorem 3, p. 36, textbook): If A is
an m X n matrix, with columns a;, as, ..., a,,
and if b is in IR", then the matrix equation

Ax=Db

has the same solution set as the vector equa-
tion

ri1ai +a:2a2+...+a:nan:b

which, in turn, has the same solution set as
the system of linear equations whose augmented
matrix is

M=]a; ay ... a, b]

e Note that A is the coefficient matrix of the
linear system described by M. Aisan m X n
matrix, and M is an m X (n + 1) matrix.

e Sometimes M is also written as

M=[A b].

e Example: Write the linear system

4
1

1 + 22 — o3
— 5%2 + 3$3

as a vector equation and as a matrix equation
(and solve it).
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e An important question for any matrix A is if

the linear system Ax = b has a solution for
all right hand sides b.

e Example: Is the linear system

1 2 3 I1 bl
0O 1 2 i) = bg
0 0 1 I3 b3

consistent for all right hand sides b?
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e Example 3, textbook. Let

1 3 4 by
A=|—-4 2 -6 and b= | by
-3 -2 -7 b3

Is the linear system Ax = b consistent for all
right hand sides b?
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e Theorem 4 in the textbook tells us four equiv-

alent conditions for consistency for all right
hand sides.

e Theorem 4: Let A be an mxn matrix. Then
the following statements are equivalent. (This
means that for a particular A they are all true
or all false.)

a. For each b in R™ the equation Ax = b has a
solution.

b. Each b in IR™ is a linear combination of the
columns of A.

c. The columns of A span IR™.

d. A has a pivot position in every row.

e Note that Theorem 4: makes a statement about
a matrix, not a specific linear system or aug-
mented matrix.

e We defined the product of a matrix A and a
vector as a linear combination of the columns

of A.

e However, recall the definition of the dot prod-

uct:
n
uev — E U; V5.
=1

We can thus think of the ¢-th entry of Ax = b
as the dot product of the i-th row of A with
X.

e Example:
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The Identity Matrix

e Compute

OO =
o = O
_ o O
VA
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e The matrix

1 0 07
0 1 0
I=1{. . . .
0 0 ... 1]

is called the (n x n) identity matrix. It acts
like the number 1, i.e., for all x in R",

Ix = x.
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Algebraic Properties of the Matrix-Vector Product

e Suppose A is an m X n matrix, u and v are
vectors in R", and ¢ is a scalar. Then it can
be verified straight from the definition that

a. A(lu+v)=Au+ Av and
b. A(cu) = ¢(Au).

Linearity

e Let I be a function whose domain is IR" and
whose range is (a subset of R™), i.e.,

v
y—fx)= |0

L fm(x)

where y is in R and x is in R".

e We encountered functions like this in Math
2210.

e The function f is said to be linear if
flu+v)=f(u)+f(v) and f(cu)= cf(u),

for all vectors u and v in IR"™ and scalars c.

@ the properties a. and b. above say that
the function

f(x) = Ax

is linear!
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