Handout 17
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Theorem: Chain Rule for z=f(x,y), x(t)=g(t), y(t)=h(t): —

Recall: Chain Rule for y=f(x), x=g(t):

dz _df dx af dy
dt ox dt ay dt
Theorem: Chain Rule for z=f(x,y), x(t)=g(s,t), y(t)=h(s,t):
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Theorem: Implicit differentiation
1) Given equation F(x,y(x))=0, one differentiate both sides with respect to x

to get F, 3+ F, =0 then solve it for £ =-

X ax
—1

2) Similarly, given F(x,y.z(x,y))=0:
a. Differentiating with respect to x givesF, 3+ F, 2+ F, £=0=z, =—%

y E)x zox
—l —0
b. Differentiating with respect to y gives F. g; +F, g;v +EE=0=z= —%

—0 —l
Definition: The (Directional) Derivative of a function f(x,y) in a direction of a unit
f(x0 +ah,y, +bh)a—f(x0,y0)
h

if the

vector i ={a,b) is given by D,f(x,.y,)= lim

limit exists.
Theorem: Dﬁf(xo,yo) = f. (xo ,yo)a +f, (xo,yo)b

Definition: Gradient vector of a function of 2 variables is defined as
VF (x.y) = (. (x.9).f, (x.9)) = i+ 5 j
Similarly Vf(x,y,z)= <fx(x,y,z),fy(x,y,z),fz(x,y,z)> Lir sl jr
And W(xl,...,xn) = <f1 (xl,...,xn),...,fn (x1 yeees X, )>

Definition: Another definition of directional derivative:

D, f(x.y)=Vf(x.y)-(a,b)

Dy, 0 f(x.3,2)= V7 (x,y,2)-{a,b,c)

Dy (5t ) = T (5, ) 3y,
Definition: Yet another way to define directional derivative: let f:R" — R fbe a
real valued function with a vector space domain R", i.e. f(?c) e R . Thus, the

directional derivative is given by D, f (%)= lhmgw

Theorem: The maximum of a directional derivative at given point occurs when the
vector u has the same direction as the gradient vector.



