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(57) ABSTRACT

A computer-implemented method and system for automated
entity identification for efficient profiling in an event prob-
ability prediction system. A first subset of entities belonging
to one or more entity classes is defined. At least one historical
profile is constructed for each entity in the subset of entities
based on a set of possible outcomes of transaction behavior of
each entity in the first subset of entities. Based on the histori-
cal profiles, a second subset of entities having transaction
behavior associated with a transaction is selected, the trans-
action behavior being predictive of at least one targeted out-
come from the set of possible outcomes. The first subset of
entities is redefined with the second subset of entities.
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AUTOMATED ENTITY IDENTIFICATION
FOR EFFICIENT PROFILING IN AN EVENT
PROBABILITY PREDICTION SYSTEM

BACKGROUND

[0001] This disclosure relates generally to a computer-
based, real-time system for event probability prediction that
implements an efficient profiling technology which mini-
mizes required computer resources and allows for the identi-
fication of entities exhibiting anomalous behavior.

[0002] Computer-based event probability prediction sys-
tems traditionally use some amount of historical information,
aprofile, about individual objects in order to compare present
behavior with past behavior. Each of these objects is defined
to be an entity, while a set of similar objects is defined to be an
entity class. Examples of events to predict include whether or
not a loan applicant will default on a loan and whether or not
a credit card transaction is fraudulent. Examples of entities
include a particular customer account at a bank and a particu-
lar Automatic Teller Machine (ATM).

[0003] To achieve high performance, an event probability
prediction system often includes a mathematical model or
combination of models which extracts patterns from histori-
cal data and uses the patterns on the present transaction data
to calculate a score, a number that represents the likelihood
that a particular event will occur. The model or models in the
system traditionally need to store and access the profile for
every existing entity in the entity class (e.g. every ATM being
considered in the problem). Limitations of computer
resources require that such a large amount of information is
maintained in a disk-resident profile database, external to the
computer program forming the core of the event probability
prediction system. This leads to several issues in the devel-
opment and running of the event probability prediction sys-
tem:

[0004] 1) It is necessary to create an interface between the
mathematical model and the external database containing the
profiles during development of the event probability predic-
tion system.

[0005] 2) It is necessary to create an interface between the
mathematical model and the external database containing the
profiles in the production environment in which the system
will ultimately be used.

[0006] 3) The system’s capacity to process transactions
may be severely limited due to the required interface with an
external database.

[0007] Each of these issues could be a potential problem
making the development and/or installation of the event prob-
ability prediction system infeasible.

[0008] Furthermore, in addition to the strain a traditional
system places on the computer resources available, such a
system may not allow the user to easily identify those entities
which display a behavior of interest, particularly when mul-
tiple entity classes are being profiled to provide a multi-
dimensional view of the data. Effective event probability
prediction requires that only the minimum set of entities, a set
whose membership varies over time, be profiled and main-
tained in a data store. It would be advantageous to provide a
system and method that solves any of or any combination of
the problems disclosed hereinabove.

SUMMARY

[0009] This document presents a new computer-based
event probability prediction system and method that has two
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main advantages over previous systems. First, the new system
uses computer resources more efficiently which allows it to
achieve faster execution times and simplified implementa-
tion. Second, the new system allows for the identification and
reporting of those entities which display anomalous behavior
when viewed across multiple dimensions of the data and
within a higher risk set of entities. The core of the system and
method is a specialized profiling that efficiently maintains
historical information only on a small number of entities
rather than on all of the entities in a particular entity class. The
resulting type of profile, a Concise Profile, uses Automated
Entity Identification (AEI) which allows a large disk-resident
profile database to be replaced with a small dynamic table
stored in memory. A Concise Profile consists of 1) an online-
updated, importance-ranked AEI table that contains the pro-
file records for a concise subset of entities and 2) a recycling
algorithm, based on an objective function related to the prob-
ability of a particular event, that determines the dynamic
membership of the table. The system and method further
calculates statistics on the AEI table to identify outliers, enti-
ties which exhibit anomalous behavior, to be reported to users
of the system independent of the main score(s).

[0010] In one aspect, a computer-implemented method
includes steps of defining a first subset of entities belonging to
one or more entity classes, and constructing at least one
historical profile for each entity in the subset of entities based
on a set of possible outcomes of transaction behavior of each
entity in the first subset of entities. Based on the historical
profiles, a second subset of entities having transaction behav-
ior associated with a transaction is selected, the transaction
behavior being predictive of at least one targeted outcome
from the set of possible outcomes. The method further
includes the step of redefining the first subset of entities with
the second subset of entities.

[0011] The details of one or more embodiments are set
forth in the accompanying drawings and the description
below. Other features and advantages will be apparent from
the description and drawings, and from the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] These and other aspects will now be described in
detail with reference to the following drawings.

[0013] FIG. 1 shows an overview of the flow of data records
through the event probability prediction system.

[0014] FIG. 2 shows the steps involved in updating the AEI
table for the Concise Profile.

[0015] FIG. 3 shows a possible configuration of the system
in which a feedback loop is added.

[0016] FIG. 4 shows a possible configuration of the system
in which the Concise Profile variables are used to augment the
output score of a base model.

[0017] FIG. 5 shows a possible configuration of the system
in which the Concise Profile variables are not blended with
the base model output, but are used as input to the base model.

[0018] FIG. 6 shows a possible configuration of the system
in which the Concise Profile variables are used to augment a
base model and the output of the base model is used as
additional input for the updating of the AEI table.

[0019] FIG. 7 shows a possible configuration of the system
identical to that shown in FIG. 4 except for the addition of
feedback loops.
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[0020] FIG. 8 shows a possible configuration of the system
in which the Concise Profile variables are used to augment a
base model only when the base model score lies in a desired
range.

[0021] FIG. 9 shows a possible configuration of the system
identical to that shown in FIG. 8 except for the addition of
feedback loops.

[0022] FIG. 10 shows a table illustrating average transac-
tions per hour of specific entities.

[0023] Like reference symbols in the various drawings
indicate like elements.

DETAILED DESCRIPTION

[0024] This document describes a computer-based, real-
time system for event probability prediction implementing
efficient profiling technology which minimizes required
computer resources and allows for the identification of enti-
ties exhibiting anomalous behavior.

[0025] The invention applies to event probability predic-
tion in general but to aid in the description the details of the
invention are discussed below using a fraud detection system
as a specific instance of the invention In the context of a fraud
detection system, the system calculates, for example, the
probability that a financial transaction is fraudulent.

[0026] In contrast to existing systems for fraud detection,
the system described here uses a specialized profiling tech-
nology, called a Concise Profile, to efficiently maintain his-
torical information only on a small number of entities at any
given time rather than on all of the entities in an entity class.
At the heart of the concept of a Concise Profile is Automated
Entity Identification (AEI), which provides a way to replace a
large, disk-resident profile database with a small dynamic
table, of fixed maximum size, stored in memory rather than in
an external database.

[0027] Whereas existing fraud detection systems maintain
historical information for every entity in an entity class, a
Concise Profile provides an online-updated, importance-
ranked AFEI table that contains profile records for a concise
subset of entities whose dynamic membership is determined
by arecycling algorithm, described in more detail below. This
recycling algorithm is based on an objective function which
uses criteria that are related to the probability that the trans-
action is associated with fraud.

[0028] Conceptually, each row in the AEI table corresponds
to a single entity and contains two types of information: 1)
information used to determine the rank of the entity in the
table and 2) Concise Profile variables. The recycling algo-
rithm ensures that entities exhibiting the behavior of interest
(e.g. apparent fraud) have a consistently high rank in the AEI
table, while other entities have a lower rank or may be
removed from the table.

[0029] In addition to the benefits of reduced computer
resource usage due to the maintenance of profiles for only a
subset of all entities, the AEI table allows the invention to
achieve something traditional systems are unable to do easily.
The entities which are represented in the AFEI table at any
given time form a carefully selected, high-risk subset of the
entire entity class by virtue of the recycling algorithm. One
can compute statistics on this concise, ranked list of entity
profiles to determine which entities, if any, are outliers in their
behavior compared to all other entities represented on the list.
In this sense the system provides the identities of those enti-
ties which exhibit anomalous (i.e. risky) behavior compared
to other, already high-risk entities. As they do not require a

Oct. 29, 2009

large share of the computer resources, many Concise Profiles
can be used simultaneously in a single fraud detection system.
These profiles can be constructed to monitor many different
entity classes and even different aspects of a single entity
class by using a variety of recycling algorithms. The system
can use information from the various AEI tables to detect
anomalies that may only be visible when viewed from mul-
tiple dimensions (i.e. using multiple Concise Profiles). Fur-
thermore, once an anomaly is detected, the identity of the
corresponding entity is known and can be used in a separate,
dedicated system to handle such anomalies or can be included
in a report sent to a human fraud analyst. This ability to detect,
identify, and report in real time or near real time on the entities
which exhibit anomalous behavior when viewed from several
dimensions gives the invention a significant advantage over
traditional fraud detection systems.
[0030] An overview of the flow of data records through an
example fraud detection system is shown in FIG. 1. Each new
data record, received sequentially, corresponds to a single
transaction involving the entity classes being used in the
Concise Profiles. At least one Concise Profile table is
required, but multiple Concise Profile tables, which each have
a limited view into fraud, are required if multiple entity
classes are being profiled as indicated in FIG. 1 and in other
figures. First, a new data record 102 (e.g. an ATM transaction)
to be evaluated for its likelihood of fraud enters the system. At
step 104 the data in the record is used to update the AEI table
for the entity class implemented as Concise Profile 1. In the
case of multiple Concise Profiles, each one corresponds to a
different entity class and each has a corresponding AEI table.
All AFEI tables are updated using information in the data
record. The values of the variables stored in the AE]I tables for
the entities involved in the current transaction are output to
the Concise Profile model at step 106 which uses the variables
to evaluate (score) the record.
[0031] At step 108 the score and the input data record are
passed to a case management system in which human fraud
experts determine whether the record is actually a fraudulent
record or a non-fraudulent record. The case management
system allows the fraud expert to access other data sources
including communicating with the legitimate person who is
authorized to conduct the transaction (e.g. the credit card
holder).
[0032] FIG. 2 illustrates the steps involved in updating the
AFI table for the Concise Profile. After a new record 202 is
presented to the system, at step 204 the system reduces the
importance rating of each row in the AEI table. These impor-
tance ratings are used to rank order the entities represented in
the table. The importance rating update procedure follows a
mathematical formula which can be symbolized by the equa-
tion.

Jrnow=8ora X)
[0033] wheref, ,, represents the new importance rating of a
particular row in the table, f ,, represents the importance
rating that takes into account all records up to but not includ-
ing the new record, X represents the collection of information
from the new record that may be useful in updating the impor-
tance rating, and g( ) represents the function whose output is
the new importance rating.
[0034] As a simple example of an importance rating, the
recycling algorithm may ensure that entities occurring in
frequent or recent transactions have a consistently high rank
in the AE] table, while other entities have a lower rank. In this
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case entities which occur rarely in transactions would have
rare, short-lived appearances in the table. The importance
rating then becomes equivalent to a frequency. To achieve this
behavior, the updated frequency for each entity in the table
can be recomputed on every input transaction according to the
equation.

fmaxf_ i,

[0035] where f; and {,_, are the values of the decayed fre-
quency for a particular entity in the table after the j’th and
(J-1)’th transactions, o is a value between zero and one and is
used to reduce all of the importance ratings in the table (step
204), and B, is zero if the j’th transaction did not involve the
particular entity for which the decayed frequency is being
computed or one if the j’th transaction did involve the par-
ticular entity for which the decayed frequency is being com-
puted.

[0036] Updating the frequency in such a way that the most
recent or frequent entities maintain high ranks may be ben-
eficial, for example, when the system is attempting to detect
frauds which manifest themselves as bursts of activity at
particular Automatic Teller Machines (ATMs). In this sce-
nario, the frequency can be related to different objective func-
tions such as the number of transactions involving a card used
for the first-time at the ATM, the number of transactions in
which the amount is greater than some threshold, the number
of transactions with a base model score greater than some
threshold, etc.

[0037] On the other hand, one can imagine updating the
frequencies such that the least frequently transacting entities
maintain their high ranks. This would be useful for any fraud
detection system in which the occurrences of the entities
involved mostly follow some regular patterns which involve
regular time intervals. A bank customer may regularly write
checks every month to pay bills. These transactions would
correspond to entities with low ranks in the AEI table, thus
allowing the model to concentrate on the rarer transactions
which are more likely to be fraudulent. Any other importance
rating may be used in place of the frequency as needed to
ensure that entities displaying the behavior of interest are kept
in the AEI table.

[0038] At step 206 the system calculates a key value which
uniquely identifies the entity within the entity class. At step
208 the system uses the key value to determine whether or not
the entity is already represented in the AEI table.

[0039] If the entity is not already represented in the AEI
table, then it becomes a candidate to be added with its impor-
tance rating set to a predetermined initial value. This addition
occurs in one of the following two ways depending on
whether or not the table is already full (i.e. all available rows
are occupied), a determination made in step 210. If the table
is full then in step 212 the system determines whether the
initial importance rating is greater than the importance rating
of'the lowest-ranked entity in the table. If this condition is not
satisfied, then at step 214 the system outputs the default
values of the Concise Profile variables and the new entity will
not have its profile record added to the table. It is possible to
configure the system in such a way that the condition is
always satisfied, so entities not found in the table always have
their profile record added to the table. If the condition is
satisfied then at step 216 the system removes the profile
record for the lowest ranked entity in the table, which is the
entity having the lowest frequency among all entities repre-
sented in the table. This step, together with step 204, ensures
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that profile records for entities which have low importance
ratings will be replaced in the table by profile records for
entities from more recent transactions. At step 218 the profile
record for the new entity is added to the table with the initial
importance rating value. If at step 210 it is determined that the
table is not already full, then the system proceeds directly to
step 218 in which the profile record for the new entity is added
to the table with the initial importance rating value. At step
220 the Concise Profile variables defined for this entity class
are calculated for this entity using information in the record
202.

[0040] If the profile record for the entity already exists in
the AEI table, then from step 208 the system proceeds directly
to step 222 in which the importance rating of the entity is
increased. This step ensures that an entity with important
behavior maintains a high rank in the table. At step 224 the
Concise Profile variables defined for this entity class are
updated for this entity using information in the record 202.
[0041] After the Concise Profile variables for the entity are
either calculated for the first time (step 220) or updated (step
224), at step 226 the system re-ranks the entities represented
in the table based on importance rating. At step 228 the
system outputs the values of the Concise Profile variables for
the entity.

[0042] One example of an entity that could be used in a
fraud detection system is an ATM. For example, a criminal
with a large number of counterfeit/stolen debit cards, each
corresponding to a separate customer account, may succes-
sively use the cards at a single ATM to remove money from
each account. This type of fraudulent behavior would cause
the affected ATM to be highly ranked in the AFI table (assum-
ing an importance rating update equation that emphasizes
recent or frequent transactions) which would allow the fraud
detection system at step 104 to maintain constantly updated
Concise Profile variables describing the behavior of this par-
ticular ATM. Wisely constructed variables chosen to reflect
differences between patterns of fraudulent behavior and pat-
terns of non-fraudulent behavior would be evaluated by the
Concise Profile model (step 106) and produce a score consis-
tent with the transactions at this ATM being fraudulent. The
advantages of the proposed fraud detection system are evi-
dent in this application when one considers that a traditional
system might need to maintain profiles on hundreds of thou-
sands of ATMs whereas the AEI table in the proposed system
only needs to store information on a few hundred ATMs at any
one time to achieve significant fraud detection capability.
Furthermore, potential users of a system (e.g. banks) may not
be able to afford maintaining a full profile database contain-
ing all ATMs in addition to the traditional full profile database
containing all bank customers. To reduce costs users may be
forced to choose a system which contains no ATM profiling,
thereby losing sight of any ATM dynamics and restricting
themselves to a one-dimensional, card-holder view of the
data.

[0043] If the fraud patterns are static there is no need to
create a system which monitors and reacts to changing pat-
terns of fraud. In the real world in which the system must
operate, however, fraud may be dynamic, manifesting itselfin
different ways at different times. FIG. 3 shows a possible
configuration of the system identical to that shown in FIG. 1
except for the addition of a feedback loop in which informa-
tion flows from case management at step 308 directly to the
update of the AEI table at step 304. In the context of a fraud
detection system being described here, the purpose of the
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feedback is to allow the system to rapidly incorporate new
information on changing fraud patterns. The feedback con-
sists of a confirmed fraud/nonfraud tag, the data for the record
corresponding to the tag, and the model score for the record.
The feedback improves the performance of the system in
environments containing a significant amount of dynamic
fraud. One of the uses of this technique is to update risk tables
of different entities to reflect the most current fraud risk in the
production environment.

[0044] An existing fraud detection system (one not using
Concise Profiles) may contain one or more mathematical
models which calculate a score representing the likelihood
that the new data record corresponds to a fraudulent transac-
tion. If these models, represented by the process labeled Base
Model at step 404 in FIG. 4, already achieve a relatively high
level of fraud detection then it may make sense to keep them
in the system, using the Concise Profile variables to augment
the base model output. This is depicted in FIG. 4. The new
data record 402 is used as input both to the base model at step
404 and to the AEI table update at step 406. The output from
step 404 includes the scores from each of those models as well
as the values of the variables created by those models. The
Concise Profile variables from step 406 are blended (math-
ematically combined) at step 408 with the output from the
base model. In this way the system produces a final score
which is sent to the case management step 410. The final
blended score can more accurately estimate the likelihood of
fraud than the base model score alone. For example, the base
model may maintain profiles about individual bank custom-
ers while a Concise Profile may maintain historical informa-
tion about individual ATMs. This difference enables the Con-
cise Profile variables to capture a complementary dimension
of'the data which is likely to increase the performance of the
final score over that of the base model.

[0045] The base model may be sufficiently complex and
flexible that it can handle the Concise Profile variables being
used at its input. In this situation, depicted in FIG. 5, the input
to the base model consists of the new data record as well as all
Concise Profile variables. This has the potential to create a
high performance system (i.e. one attaining a high level of
fraud detection) because all of the available information is
accessible to the mathematical model at the same time. One
drawback, however, is that the internal operation of the base
model necessarily changes if the Concise Profile variables
contain information which help to discriminate between
fraud and nonfraud records. If this change in the base model
is not desired or not feasible, then the configuration of FIG. 4
described above may be preferred. In the system of FIG. 4 the
base model remains unchanged by the addition of the Concise
Profile variables into the system.

[0046] On the other hand, one can consider an alternative
modification of the system in FIG. 4. The base model remains
unchanged but its output is used to create one or more of the
Concise Profile variables. This is depicted in FIG. 6 in which
the output of step 604 is used at the input to step 606. The
Concise Profiles are able to incorporate into their variables
the score or scores from the base model as well as the vari-
ables created by the base model.

[0047] When the Concise Profiles are used to augment a
base model it may still be beneficial to incorporate feedback
into the updating of the AEI tables, for the same reasons as
those mentioned above in the discussion in reference to FIG.
3. Whether the Concise Profiles form the core of the system or
augment a base model, the purpose of the feedback is to allow
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the system to rapidly incorporate new information on chang-
ing fraud patterns. FIG. 7 shows a configuration in which
feedback is used to update the Concise Profile variables
which are then blended with the base model output.

[0048] It may be desirable to configure the fraud detection
system such that the Concise Profile variables are used to
augment a base model only under certain conditions. The
final score sent to the case management step could be the base
model score itself except when this score is in a desired range.
The desired range can be set, for example, to be the score
range in which business operating points are set and where the
accuracy of the predictions are the most crucial. This configu-
ration of the system is illustrated in FIG. 8. It is similar to the
system described in reference to F1G. 4 except for the addition
of the decision step 808. At step 808 the base model score is
examined. If the score is in the desired range then the base
model output is sent to step 810 and blended with the Concise
Profile variables. In this situation the score sent to the case
management step 812 is a blending of the base model output
and the Concise Profile variables. If, however, the base model
score is not in the desired range then the score sent to the case
management step 812 is the unmodified base model score. In
this configuration of the system, the Concise Profile variables
are able to improve the performance of the fraud detection
system by augmenting the base model only when augmenta-
tion can be most beneficial.

[0049] FIG. 9 shows another system that is similar to the
system described in reference to FIG. 4 and FIG. 8, except for
the addition of the decision step 908 and a feedback loop. At
step 908 the base model score is examined. If the score is in
the desired range then the base model output is sent to step
910 and blended with the Concise Profile variables. In this
situation the score sent to the case management step 912 is a
blending of the base model output and the Concise Profile
variables. If, however, the base model score is not in the
desired range then the score sent to the case management step
912 is the unmodified base model score. When a feedback
loop is added to the system, the result is the system illustrated
in FIG. 9. Many other system configurations of various com-
binations of the main features described above (e.g. multiple
Concise Profiles, feedback loops, blending based on a score
range, concise Profile variables used as input to base model,
base model output used as input to AEI table updates, etc.) can
be implemented.

[0050] In any of the configurations described above, spe-
cific statistics calculated on the subset of entities represented
in the AEI tables can be used to identify entities exhibiting
anomalous behavior. We refer to this analysis on the AEI table
as Automatic Identity Identification (AIl). Consider the
example of using the ATM entity class in a fraud detection
system. The AEI table will contain a small subset of ATMs
deemed riskier than other ATMs in the data. If the average
number of transactions per hour with amount greater than
$300 at a particular ATM is indicative of fraud, then this
quantity can be calculated across all entities in the AEI table.
The table of FIG. 10 shows a simple example in which most
of the ATMs have a value in the range two to four of this
quantity. One of the ATMs, however, has a value 15.4, much
larger than the average value. If outliers such as this have a
value which is greater than, for example, ten standard devia-
tions away from the mean value of the statistic being calcu-
lated, then the system has identified (hence the term Auto-
matic Identity Identification) an extreme outlier (i.e. an ATM
exhibiting the riskiest behavior) and can report it to a human
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fraud analyst or police authorities for further investigation or
immediate action. This type of identification and reporting of
outliers would be difficult to achieve for a traditional fraud
detection system that uses a full profile database given the
computational expense of running regular queries on the full
set of ATMs and having only limited views of the fraud
characteristics. Doing Automatic Identity Identification
analysis on several small concise profile tables enables fast
and efficient detection of outliers at a variety of dimensions
associated with the fraud behaviors.

[0051] Some or all ofthe functional operations described in
this specification can be implemented in digital electronic
circuitry, or in computer software, firmware, or hardware,
including the structures disclosed in this specification and
their structural equivalents, or in combinations of them.
Embodiments of the invention can be implemented as one or
more computer program products, i.e., one or more modules
of computer program instructions encoded on a computer
readable medium, e.g., a machine readable storage device, a
machine readable storage medium, a memory device, or a
machine-readable propagated signal, for execution by, or to
control the operation of, data processing apparatus.

[0052] The term “data processing apparatus” encompasses
all apparatus, devices, and machines for processing data,
including by way of example a programmable processor, a
computer, or multiple processors or computers. The appara-
tus can include, in addition to hardware, code that creates an
execution environment for the computer program in question,
e.g., code that constitutes processor firmware, a protocol
stack, a database management system, an operating system,
or a combination of them. A propagated signal is an artifi-
cially generated signal, e.g., a machine-generated electrical,
optical, or electromagnetic signal, that is generated to encode
information for transmission to suitable receiver apparatus.
[0053] A computer program (also referred to as a program,
software, an application, a software application, a script, or
code) can be written in any form of programming language,
including compiled or interpreted languages, and it can be
deployed in any form, including as a stand alone program or
as amodule, component, subroutine, or other unit suitable for
use in a computing environment. A computer program does
notnecessarily correspond to a file in afile system. A program
can be stored in a portion of a file that holds other programs or
data (e.g., one or more scripts stored in a markup language
document), in a single file dedicated to the program in ques-
tion, or in multiple coordinated files (e.g., files that store one
or more modules, sub programs, or portions of code). A
computer program can be deployed to be executed on one
computer or on multiple computers that are located at one site
or distributed across multiple sites and interconnected by a
communication network.

[0054] The processes and logic flows described in this
specification can be performed by one or more programmable
processors executing one or more computer programs to per-
form functions by operating on input data and generating
output. The processes and logic flows can also be performed
by, and apparatus can also be implemented as, special purpose
logic circuitry, e.g., an FPGA (field programmable gate array)
or an ASIC (application specific integrated circuit).

[0055] Processors suitable for the execution of a computer
program include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read only memory or a
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random access memory or both. The essential elements of a
computer are a processor for executing instructions and one
or more memory devices for storing instructions and data.
Generally, a computer will also include, or be operatively
coupled to, a communication interface to receive data from or
transfer data to, or both, one or more mass storage devices for
storing data, e.g., magnetic, magneto optical disks, or optical
disks.

[0056] Moreover, a computer can be embedded in another
device, e.g., a mobile telephone, a personal digital assistant
(PDA), a mobile audio player, a Global Positioning System
(GPS) receiver, to name just a few. Information carriers suit-
able for embodying computer program instructions and data
include all forms of non volatile memory, including by way of
example semiconductor memory devices, e.g.,, EPROM,
EEPROM, and flash memory devices; magnetic disks, e.g.,
internal hard disks or removable disks; magneto optical disks;
and CD ROM and DVD-ROM disks. The processor and the
memory can be supplemented by, or incorporated in, special
purpose logic circuitry.

[0057] To provide for interaction with a user, embodiments
of the invention can be implemented on a computer having a
display device, e.g., a CRT (cathode ray tube) or LCD (liquid
crystal display) monitor, for displaying information to the
user and a keyboard and a pointing device, e.g., a mouse or a
trackball, by which the user can provide input to the com-
puter. Other kinds of devices can be used to provide for
interaction with a user as well; for example, feedback pro-
vided to the user can be any form of sensory feedback, e.g.,
visual feedback, auditory feedback, or tactile feedback; and
input from the user can be received in any form, including
acoustic, speech, or tactile input.

[0058] Embodiments of the invention can be implemented
in a computing system that includes a back end component,
e.g., as a data server, or that includes a middleware compo-
nent, e.g., an application server, or that includes a front end
component, e.g., a client computer having a graphical user
interface or a Web browser through which a user can interact
with an implementation of the invention, or any combination
of'such back end, middleware, or front end components. The
components of the system can be interconnected by any form
or medium of digital data communication, e.g., a communi-
cation network. Examples of communication networks
include a local area network (“LLAN”) and a wide area net-
work (“WAN”), e.g., the Internet.

[0059] The computing system can include clients and serv-
ers. A client and server are generally remote from each other
and typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

[0060] Certain features which, for clarity, are described in
this specification in the context of separate embodiments,
may also be provided in combination in a single embodiment.
Conversely, various features which, for brevity, are described
in the context of a single embodiment, may also be provided
in multiple embodiments separately or in any suitable sub-
combination. Moreover, although features may be described
above as acting in certain combinations and even initially
claimed as such, one or more features from a claimed com-
bination can in some cases be excised from the combination,
and the claimed combination may be directed to a subcom-
bination or variation of a subcombination.
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[0061] Particular embodiments of the invention have been
described. Other embodiments are within the scope of the
following claims. For example, the steps recited in the claims
can be performed in a different order and still achieve desir-
ableresults. In addition, embodiments of the invention are not
limited to database architectures that are relational; for
example, the invention can be implemented to provide index-
ing and archiving methods and systems for databases built on
models other than the relational model, e.g., navigational
databases or object oriented databases, and for databases
having records with complex attribute structures, e.g., object
oriented programming objects or markup language docu-
ments. The processes described may be implemented by
applications specifically performing archiving and retrieval
functions or embedded within other applications.

What is claimed:

1. A computer-implemented method comprising:

defining a first subset of entities belonging to one or more

entity classes;

constructing at least one historical profile for each entity in

the subset of entities based on a set of possible outcomes
of transaction behavior of each entity in the first subset
of entities;

based on the historical profiles, selecting a second subset of

entities having transaction behavior associated with a
transaction, the transaction behavior being predictive of
at least one targeted outcome from the set of possible
outcomes; and

redefining the first subset of entities with the second subset

of entities.
2. The computer-implemented method of claim 1, wherein
the targeted outcome is selected from the set of possible
outcomes that consists of a desirable outcome and an unde-
sirable outcome.
3. The computer-implemented method of claim 1, wherein
the targeted outcome includes fraud in connection with the
transaction behavior.
4. The computer-implemented method of claim 1, wherein
at least one entity class includes automatic teller machines.
5. The computer-implemented method of claim 1, further
comprising:
generating at least one score related to the transaction
based on one or more mathematical models; and

combining the at least one score with information of the
transaction behavior to generate a probability of the
targeted outcome.

5. The computer-implemented method of claim 1, further
comprising:

for each transaction, generating at least one score related to

the transaction based on one or more mathematical mod-
els; and combining the at least one score with informa-
tion from historical profiles for the entities involved in
the transaction to produce a more accurate score.

6. The computer-implemented method of claim 5, wherein
the historical profiles are used only if the at least one score is
within a predetermined range of values that indicate a high
probability of the targeted outcome.

7. The computer-implemented method of claim 1, further
comprising generating an estimate of the probability of the
targeted outcome based only on the historical profiles.
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8. The computer-implemented method of claim 1, in which
the values in the historical profile for an entity are computed
using information from transaction records that involved that
entity.

9. The computer-implemented method of claim 8, in which
the values in the historical profile for an entity are computed
using input variables and output scores computed for the
transaction records by one or more mathematical models.

10. The computer-implemented method of claim 1, in
which some or all of the values in the historical profile for an
entity are computed using feedback of transaction records
that involve that entity and that have been delayed until the
actual outcome for that transaction is known.

11. The computer-implemented method in which the trans-
action behavior being predictive of at least one targeted out-
come from the set of possible outcomes is a high value for a
decayed frequency which selects entities with recent frequent
transactions, where the decayed frequency for each entity
represented in the table is recomputed on every input trans-
action according to the equation

e+,

where f;and f,_, are the values of the decayed frequency for
a particular entity represented in the table after the j’th
and (j—1)’th transactions, o is a value between zero and
one, and 3, is zero if the j’th transaction did not involve
the particular entity for which the decayed frequency is
being computed or one if the j*th transaction did involve
the particular entity for which the decayed frequency is
being computed.

12. The computer-implemented method 1, further com-
prising monitoring the historical profiles for the entities to
find entities for which the behavior is so significantly differ-
ent than normal as to indicate a high probability that the entity
is involved in a fraud process that is to be reported to humans.

13. A computer-implemented system having a processor
that is responsive to program code, the system comprising:

code to define a first subset of entities belonging to one or

more entity classes;

code to construct at least one historical profile for each

entity in the subset of entities based on a set of possible
outcomes of transaction behavior of each entity in the
first subset of entities;

based on the historical profiles, code to select a second

subset of entities having transaction behavior associated
with a transaction, the transaction behavior being pre-
dictive of at least one targeted outcome from the set of
possible outcomes; and

code to redefine the first subset of entities with the second

subset of entities.

14. The computer-implemented system of claim 13,
wherein the targeted outcome is selected from the set of
possible outcomes that consists of a desirable outcome and an
undesirable outcome.

15. The computer-implemented system of claim 13,
wherein the targeted outcome includes fraud in connection
with the transaction behavior.

16. The computer-implemented system of claim 13,
wherein at least one entity class includes automatic teller
machines.



