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Abstract. We introduce the category of inscribed v-sheaves as a dif-
ferential extension of the theory of diamonds and v-sheaves, then apply
it to the study of p-adic periods. We upgrade natural period domains
in p-adic Hodge theory to inscribed v-sheaves, including Schubert cells
in B+dR-affine Grassmannians, their generalized Newton strata, and the
moduli of mixed characteristic local shtuka with one leg; along the way
we also establish new results on the bitorsor structure of moduli of mod-
ifications and a very general two towers isomorphism. We then compute
the tangent bundles of these spaces and the derivatives of natural maps
between them in terms of the fundamental exact sequences of p-adic
Hodge theory. These computations encode interesting structures: for
example, the derivative of the Bialynicki-Birula map enforces Griffiths
transversality in p-adic Hodge theory, and the structure of the tangent
and normal bundles of Newton strata enriches previous cohomological
dimension computations. Miniscule moduli of mixed characteristic local
shtukas with one leg are the same as infinite level local Shimura varieties,
thus our results specialize to a computation of the tangent bundles of
infinite level local Shimura varieties and of the derivatives of their Hodge
and Hodge-Tate periods maps. Assuming a version of the Igusa stacks
product conjecture that is known in many cases, we use similar meth-
ods to inscribe infinite level global Shimura varieties then compute their
tangent bundles and the derivatives of their Hodge and Hodge-Tate pe-
riod maps. We discuss consequences of these computations assuming
some natural conjectures in “differential topology for diamonds,” and,
in particular, generalize a cohomological smoothness result of Ivanov
and Weinstein for infinite level EL local Shimura varieties.
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1. Introduction

Over the past decade, the fundamental building blocks of p-adic geometry
have shifted from those of rigid analytic geometry, Tate’s convergent power
series rings, to those of perfectoid geometry, Scholze’s perfectoid algebras
(characterized by the existence of approximate pth roots). This shift has in-
creased the scope and power of the theory, even in the study of rigid analytic
varieties and their cohomology. For example, by building from perfectoid
algebras, one obtains new period maps in p-adic Hodge theory whose do-
main and/or codomain does not exist in the classical theory. However, this
shift comes at a price: by moving away from the familiar convergent power
series rings, we lose access to the differential toolkit of tangent spaces and
derivatives that is so fundamental in classical geometric reasoning.

Example 1.0.1. Let C/Qp be an algebraically closed non-archimedean
extension. A basic example of a perfectoid C-algebra is the completion
C⟨t±1/p

∞

⟩ of ⋃n≥1C[t
±1/pn] for the supremum norm on the coefficients. Ge-

ometrically, this is the ring of functions on the perfectoid annulus, a Galois
Zp(1)-cover of the rigid analytic annulus ∣t∣ = 1 ⊆ A1 whose ring of functions

is C⟨t±1⟩. The module of continuous Kähler differentials of C⟨t1/p
∞

⟩ over

C is trivial: any continuous derivation d with values in a Banach C⟨t1/p
∞

⟩-

module is zero because of the formula pnd log t1/p
n
= d log t.

This phenomenon is general: the existence of approximate p-power roots
forces any continuous derivation on a perfectoid algebra to be identically
zero. Thus, to obtain a broadly applicable differential theory for perfectoid
spaces, one cannot proceed directly via the Kähler approach as in classical
rigid analytic, complex analytic, or algebraic geometry. This issue propa-
gates more broadly to the theory of diamonds, which are functors on perfec-
toid spaces constructed as quotients of representable functors by pro-étale
equivalence relations, as well as the more general v-sheaves and v-stacks
that arise naturally in moduli problems related to p-adic cohomology.

Nevertheless, it is clear that some diamonds and v-sheaves do have natural
tangent bundles. For example, if L/Qp is a non-archimedean extension, then
smooth rigid analytic varieties over L embed, by their functor of points on
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perfectoid algebras over L, fully faithfully into the category of diamonds
over SpdL, and certainly we know how to define the tangent bundle of a
smooth rigid analytic variety. More recently, Fargues and Scholze [7], in
the context of their Jacobian criterion for cohomological smoothness, have
defined Banach-Colmez Tangent Bundles for moduli spaces of sections of
smooth quasi-projective adic spaces over Fargues-Fontaine curves. Here, the
Tangent Bundle is a Vector Bundle, i.e. a sheaf of modules for the topological
constant sheaf Qp (here we follow the precepts of Colmez Capitalization in

our nomenclature). The same diamond can sometimes be constructed in
different ways as a moduli of sections, leading to distinct Tangent Bundles.

Example 1.0.2. Let C be an algebraically closed perfectoid field in charac-
teristic p. Then, the moduli of sections of the vector bundle O(1/n) on the
Fargues-Fontaine curve XC/Qp is represented by the open perfectoid unit
disk over C. The Tangent Bundle assigned to it by the Fargues-Scholze con-
struction is the constant Banach-Colmez space BC(O(1/n)). For varying n,
these are distinct as Vector Bundles on the open perfectoid unit disk.

Thus the Tangent Bundle assigned by such a construction is not intrinsic
to the diamond, and can be thought of as a type of additional differential
structure akin to a differential manifold structure on a topological space.
The first purpose of the present work is to introduce a notion of differen-
tial structure from which such a Tangent Bundle arises naturally. This is
the theory of inscribed diamonds and v-sheaves, where the objects are not
functors on perfectoid spaces but instead functors on certain finite locally
free thickenings of Fargues-Fontaine curves1. These thickenings are a natu-
ral choice of test objects that play a role similar to the artinian rings used
in the deformation theory of Galois representations — in fact, because of
a condition we impose to ensure that basic strata in the inscribed moduli
of G-bundles are open, the thickenings we consider can be thought of as
“artinian” effective Banach-Colmez algebras over Qp with residue field Qp.

In particular, our formalism allows us to extract Tangent Bundles as above
from a simple construction of internal tangent bundles by Weil restriction.
Indeed, any inscribed v-sheaf S admits an underlying v-sheaf S0 and a tan-
gent bundle TS obtained by “adding an ϵ”. The tangent bundle TS is itself
an inscribed v-sheaf, and (TS)0 can be thought of as a Tangent Bundle to
S0. As in the Grothendieck/Schlessinger deformation theory, to obtain the
group structure on TS , we impose in the definition the condition that S
should transform certain simple coproducts into products.

This theory encompasses naturally the tangent bundles of rigid analytic
varieties and the Tangent Bundles of the Fargues-Scholze Jacobian criterion.
In fact, both arise from moduli of sections constructions over different loci
on the Fargues-Fontaine curve, and we also treat more general loci.

1The analogy here is with an inscription on a rock-theoretic diamond, which is a piece
of extra identifying information laser-etched along the edge at its widest part.
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Remark 1.0.3. There are other categories of thickenings one could use.
One reason we use finite locally free thickenings is that they are the largest
natural category for which we can easily establish a GAGA equivalence
between algebraic and analytic thickenings. However, we have tried to set
up the theory to be compatible with the eventual use of other categories
of thickenings. In particular, we hope that many of our computations of
tangent bundles and derivatives will extend to a category of thickenings as
analytic stacks as in the theory of analytic prismatization that has been
announced by Anschütz, le Bras, Rodriguez Camargo, and Scholze.

One goal of this theory is to provide a formalism for applying differential
techniques to the study of p-adic period maps that arise in the study of p-
adic cohomology. To that end, we give natural inscriptions on p-adic period
domains: theB+dR-affine Grassmannians, their Schubert cells and generalized
Newton strata, and the moduli of mixed characteristic local shtukas with one
leg (in the minuscule case, these latter are also known as infinite level local
Shimura varieties). The natural maps between these, including Hodge and
Hodge-Tate period maps and their lattice refinements, are also upgraded to
the inscribed setting, and we give explicit descriptions of the tangent bundles
and the derivatives of these maps using the fundamental exact sequences of
p-adic Hodge theory (see Theorems A, B, and C).

These p-adic period domains include all of the spaces that appear clasi-
cally as the codomain of a period map in p-adic Hodge theory. As for the
domains of period maps, the moduli of mixed characteristic local shtukas
with one leg can be used to understand the domains of period maps for all flat
crystalline local systems, but do not include, e.g., infinite level Shimura va-
rieties or the more general infinite level domains of period maps arising from
de Rham local systems over smooth rigid varieties. However, inspired by a
construction announced by Scholze in the context of analytic prismatization,
we also construct inscribed global Shimura varieties assuming a version of
the Igusa stacks fiber product conjecture and then adapt the methods used
in the local case to compute their tangent bundles and differentiate their
period maps (see Theorem D). The Igusa stacks fiber product conjecture
in this form is known for many PEL Shimura varieties [29] and in the case
of compact Hodge type Shimura varieties [5], so that our construction and
computations are unconditional in these cases.

We note that, in the case of moduli of mixed characteristic local shtuka,
we also establish a general two towers isomorphism (generalizing the now
classical isomorphism between the infinite level Lubin-Tate and Drinfeld
spaces) in the inscribed setting that also applies beyond the basic case where
it has previously been studied (see Section 9.3). One of the key tools in all of
our computations in this local setting is the use of a simple bitorsor structure
on the unbounded moduli space, which appears to have been previously
unexploited in the literature; a related torsor structure for the unbounded
Beauville-Laszlo map also plays an important role in our constructions and
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computations for global Shimura varieties. The final key tool that allows us
to related the inscribed infinite level local and global Shimura varieties to
inscribed finite level local and global Shimura varieties is a novel study of
Hodge period maps in the inscribed setting.

We highlight two consequences of the computations in the present work:
First, the derivative of the Bialynicki-Birula map from a Schubert cell in
the B+dR-affine Grassmannian to the corresponding flag variety gives a nat-
ural conceptual explanation of Griffiths transversality (see Theorem A and
Remark 2.2.2).

Second, one expects that there should be a theory of differential topology
for diamonds, whereby a differential structure is used to establish “topo-
logical” results about the underlying the v-sheaf. The Fargues-Scholze Ja-
cobian criterion for cohomological smoothness is the seminal such result,
and we expect that a version of it should apply to the more general tan-
gent bundles that we construct here. We study the implications of this
expectation in detail for moduli of mixed characteristic local shtukas with
one leg. In particular, in Theorem E we prove a result that, given such
a generalization, would imply a simple description of the cohomologically
smooth locus. In the minuscule EL case we obtain this description uncon-
ditionally (Corollary F) by showing our construction agrees with a moduli
of sections construction to which the Fargues-Scholze criterion does apply,
generalizing the basic minuscule EL case due to Ivanov and Weinstein [14].
The ℓ-adic cohomology of these moduli spaces plays a central role in the
local Langlands correspondence, and this description of the cohomologically
smooth locus is a finiteness result that gives a qualitative interpretation of a
relation between representation-theoretic constructions, formal models, and
ℓ-adic cohomology that was first observed in work of Weinstein [28] for the
height two Lubin-Tate tower.

Continuining in the vein of differential topology for diamonds, the struc-
ture of the tangent bundle often furnishes a natural prediction for the
(pre)perfectoid locus of a diamond. In Section 2.5 we discuss this briefly
in the context of quotients of infinite level local and global Shimura vari-
eties, but defer a more systematic discussion to a sequel [10] where we give
a functorial construction of Tangent Bundles for general p-adic manifold fi-
brations over smooth rigid analytic varieties. That construction is based on
a connection between the Tangent Bundles arising from inscribed structures
that we construct here in the case of local and global Shimura varieties and
the geometric Sen morphism of Pan [20] and Camargo [2]; of the many in-
teresting aspects of this connection, let us highlight here only that there is
a natural space of locally analytic functions on a p-adic manifold fibration
which admits a derivation action by an O-linearized version of our Tan-
gent Bundles and that this derivation action is intimately related to the key
annihilation property of the geometric Sen morphism.

Although connected at a conceptual level, the results of [10] are in large
part logically independent from the present work. However, we expect that
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the Tangent Bundles of general p-adic manifold fibrations studied in [10]
should also arise from a natural inscribed structure. In a separate sequel
[11], we establish this in by constructing p-adic twistors attached to many
Qp-local systems (where already our definition of p-adic twistors uses the
inscribed formalism). In particular, the results of [11] will recover from a
different perspective the inscribed structures on local and global Shimura
varieties that are constructed in the present work (but not the more gen-
eral non-minuscule constructions given here). In fact, the construction of
twistors in [11] uses results on the inscribed structures on period domains
contained in the present work and is a natural outgrowth of the study of the
inscribed Hodge period map that is used here to compare finite level and
infinite level inscribed structures for local and global Shimura varieties.

In Section 2, we give precise statements of our main results. The organi-
zation of the remainder of the article can be found in Section 2.7.

1.1. Acknowledgements. We thank Christian Klevdal, Gilbert Moss, and
Peter Wear for participating in a reading group on [14] that ultimately led to
this work. We thank Christian Klevdal for influential conversations related
to our joint work [12, 13]. We thank Peter Wear for early collaboration on
the closely related [10]. We thank Peter Scholze for the suggestion that,
instead of just “adding an ϵ” to the moduli problems, one might profitably
consider larger categories of thickenings, which led to the present formula-
tion of our results. We thank Laurent Fargues for a helpful conversation
about the two towers isomorphism and for his general encouragement in our
study of moduli of mixed characteristic local shtuka with one leg. We thank
Alexander Ivanov and Jared Weinstein for helpful conversations about the
results of [14]. We thank Daniel Gulotta for suggesting the consideration of
quotients of infinite level Shimura varieties and other helpful discussion. We
thank Johannes Anschutz, Arthur-César le Bras, Juan Esteban Rodŕıguez
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2. Statements of main results

2.1. Inscribed v-sheaves. We write Perf2 for the category of perfectoid
spaces in characteristic p. We will employ its v-topology and its étale topol-
ogy. We fix a finite extension E/Qp and, for P ∈ Perf/SpdFq, we write XE,P

for the associated Fargues-Fontaine curve over E, an adic space over SpaE.
A key role below will be played by the topologically constant v-sheaf of rings
E on Perf and its defining formula in terms of XE,P :

(2.1.0.1) E(P ) = Cont(∣P ∣,E) =H0
(XP ,OXP

).

Previous constructions of Banach-Colmez Tangent Bundles [7, 14] via
a heuristic implicit in the Fargues-Scholze Jacobian criterion have treated
the Tangent Bundle of a v-sheaf S as an E-Vector Bundle over S, i.e. a
sheaf of E-modules over S. As explained in the discussion surrounding
Example 1.0.2, it is misleading to refer to such an E-Vector Bundle as the
Tangent Bundle of S, since it cannot typically be extracted from S itself but
instead depends on the specific construction of S as a moduli of sections. To
address this issue, we work with functors on a category X lf+

E,◻ whose objects

are the finite locally free thickenings of X /XE,P of XE,P /XE,P such that, for
I the ideal sheaf In/In+1, is locally free with non-negative slopes. We will
denote an object of this category as (X /XE,P , P /SpdFq), or simply X /XE,P ,
or even simply X when it will not cause too much confusion.

Remark 2.1.1. All of our methods and definitions apply also to the larger
category X lf

E,◻ of arbitrary finite locally free thickenings, and in the body of
the text we will often work in this setting. However, at a few key points it is
important to impose some type of slope condition on the ideal sheaf in order
to ensure the semistable locus is open in a suitable sense in the inscribed
version of the moduli stack of G-bundles (see Proposition 6.4.3); for example
the comparison between inscribed structures on infinite level and finite level
local Shimura varieties is weaker without this constraint. For simplicity we
have thus assumed this slope condition through the introduction.

Remark 2.1.2. By definition, a finite locally free thickening X /XE,P is
in particular a thickening of XE,P equipped with a structure morphism
X → XE,P . We will make use of this structure morphism at several points,
especially in our study of Hodge period maps. It may be conceptually helpful
to note, however, that this structure morphism can be viewed as a property
of a thickening rather than as an additional choice of data: if such a structure
morphism exists then it is unique because there are no continuous derivations
on a basis of affinoid opens of XE,P (which is preperfectoid).

The category X lf+

E,◻ is fibered over Perf, thus inherits a v-topology. An

(lf+−)inscribed v-sheaf is a v-sheaf S on X lf+

E,◻ that sends certain simple

2In the body we will work over affinoid perfectoid spaces to facilitate the study of mod-
uli problems defined via algebraic Fargues-Fontaine curves. The theories are equivalent.
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coproducts to products (see Definition 4.1.3). We will also use inscribed
v-stacks, defined similarly.

For S an inscribed v-sheaf, we write S0 for the underlying v-sheaf on Perf,
S0(P ) = S(XE,P /XE,P ). An inscription on a v-sheaf S is the choice of an
inscribed v-sheaf S and an identification S0 = S.

Remark 2.1.3. We can view S0 also as an inscribed v-sheaf with the trivial
inscription by S0(X /XE,P ) = S(XE,P /XE,P ). In light of Remark 2.1.2, one
can view this version of S0 as the de Rham stack of S. We are thus in a
somewhat unusual situation from the classical perspective where the natural
morphism S → S0 to the de Rham stack admits a canonical section S0 → S.
The existence of this canonical section explains why we will be able to make
interesting global statements about Hodge period morphisms.

The second equality in Eq. (2.1.0.1) suggests an inscription E◇lf on E:

E◇lf (X /XE,P ) ∶=H
0
(X ,OX ).

Remark 2.1.4. In the notation E◇lf , we are viewing E as a p-adic manifold
in the sense of Serre (see, e.g., [21]), just as in the notation E one views E
as a topological space.

For S an inscribed v-sheaf, we define its tangent bundle TS by

TS(X /XP ) = S(X [ϵ]/XP ), for X [ϵ] ∶= X ×SpaE SpaE[ϵ]/ϵ2.

We show that TS is again an inscribed v-sheaf, and that the structure map
TS → S induced by the closed immersion X ↪ X [ϵ] admits a natural struc-
ture of an E◇lf -module over S. Indeed, the action of E◇lf comes from the en-
domorphisms of X [ϵ]/X , while the condition on coproducts gives the abelian
group structure just as in the deformation theory of functors.

In particular, the underlying v-sheaf (TS)0 is an E-Vector Bundle over
the underlying v-sheaf S0 that we can think of as a Tangent Bundle to S0
depending on the choice of inscription (as it should by Example 1.0.2!).

Example 2.1.5. This definition unifies previous constructions of Tangent
Bundles for certain v-sheaves (see Section 5.4 for details and generalizations):

(1) Let L/E be a nonarchimedean extension. Recall that SpdL sends
P ∈ Perf to the set of untilts P ♯/SpaL, and that for any such untilt
there is associated a canonical Cartier divisor ∞ ∶ P ♯ ↪ XE,P . We
may view SpdL (or any other v-sheaf) as a trivially inscribed v-sheaf
sending X /XE,P to (SpdL)(P ). For any trivially inscribed v-sheaf,
its tangent bundle is the trivial bundle.

Now, for Z/L a smooth rigid analytic variety, let (Z/L)◇lf send
X /XE,P to the set of pairs consisting of an untilt P ♯ → SpaL and

a map X ×XE,P
P ♯ → Z covering P ♯ → SpaL. Then (Z/L)◇lf is an

inscribed v-sheaf over SpdL with underlying v-sheaf (Z◇lf )0 = Z
◇.

In this case, (T(Z/L)◇lf )0 = (TZ)
◇, where TZ denotes the usual rigid

analytic tangent space of Z. The E-module structure on the former
agrees with the restriction of the OZv -module structure on the latter.
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(2) For Z/XE,P0 a smooth morphisms of sousperfectoid adic spaces, let
(Z/XE,P0)

◇lf send X /XE,P to the set of pairs consisting of a maps
P → P0 and a map X → Z covering the inducedXE,P →XE,P0 . Then
(Z/XE,P0)

◇lf lies over the trivially inscribed P ◇0 . The underlying v-
sheaf ((Z/XP0)

◇lf )0 is the moduli of sections MZ of the Fargues-
Scholze Jacobian criterion for cohomological smoothness [7, IV.4]
and (T(Z/XE,P0

)◇lf )0 is the tangent bundle implicit therein (cf. [14]).

Remark 2.1.6. As a preliminary definition, one could say an inscribed
diamond (resp. inscribed locally spatial diamond, etc.) is an inscribed v-
sheaf S such that S0 is a diamond (resp. locally spatial diamond, etc.). It
may be better to enforce a stronger finiteness condition that controls also
the values on thickenings; in particular, it could be reasonable to impose a
condition that ensures the tangent bundles satisfy the finiteness condition
of being (inscribed) relative Banach-Colmez spaces. We leave the question
of such a definition to the side for now; for all of our computations below it
will suffice to work only with the notion of an inscribed v-sheaf or v-stack,
and all of the tangent bundles we compute in specific examples will be so
nice that they must furnish examples for any reasonable future definition.

Example 2.1.7 (Period sheaves). Given a pair (X /XP , P /SpdE), where
P /SpdE corresponds to an untilt P ♯/E, there is a canonical Cartier divisor
∞ on X associated to P ♯ (the pullback along X → XP of the usual Cartier
divisor ∞ ∶ P ♯ ↪ XP as in Example 2.1.5-(1)). We thus obtain natural
inscribed period sheaves O (resp. Be, resp. B+dR, resp. BdR) over SpdE
(with its trivial inscription) sending (X /XP , P /SpdE) to the functions on
∞ (resp. meromorphic functions on X −∞, resp. functions on the formal
neighborhood of ∞ in X , resp. meromorphic functions on the formal neigh-
borhood of ∞ in X ). Both B+dR and BdR are filtered by the order of the zero
or pole at ∞. These are inscribed E◇lf -algebras whose underlying v-sheaves
recover the usual period sheaves of the same names.

2.2. The B+dR-affine Grassmannian. The Schubert cells in the B+dR-affine
Grassmannian attached to a connected linear algebraic group G/E are the
fundamental period domains in p-adic Hodge theory. In [23] (in the re-
ductive case) and [13] (in general) they are constructed as diamonds, along
with Bialynicki-Birula maps to corresponding partial flag varieties. We now
explain how to inscribe them and differentiate the Bialynicki-Birula map.

For G/E a connected linear algebraic group, G(BdR) is again an inscribed
v-sheaf, and it admits natural Schubert cells C[µ] ⊆ G(BdR)×SpdESpdE([µ])
parameterized by the geometric conjugacy classes [µ] of cocharacters of G
(here E([µ]) is the reflex field, i.e. the field of definition of [µ]). When G
is reductive, they form a stratification of the underlying v-sheaf (G(BdR))0.
We can then define inscribed versions of the B+dR-affine Grassmannian for G

and its Schubert cells3 by GrG ∶= G(BdR)/G(B+dR) and Gr[µ] ∶= C[µ]/G(B+dR).

3In fact in the body it will be slightly more convenient to define Gr[µ] before C[µ].
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Remark 2.2.1. These definitions make sense if we replace X lf+

E,◻ with the
category of finite locally free thickenings of the formal neighborhood of the
canonical Cartier divisor ◻♯ ↪ XE,◻. Such a framework has the advantage
that all tangent bundles are B+dR-modules and derivatives are B+dR-linear,
thus this is how we develop the material in Section 7. However, to compare
with other moduli spaces, one should only evaluate on the restrictions of
thickenings of the associated Fargues-Fontaine curve, where one obtains the
definitions above; since this is our main interest, we have streamlined the
statement of our results in Section 2 by using this framework throughout.

There is a natural inscribed Bialynicki-Birula map BB ∶ Gr[µ] → Fl◇lf
[µ−1]

,

where the target is the inscribed rigid analytic flag variety as in Exam-
ple 2.1.5-(1): Associated to any representation V of G there is a natural
locally free B+dR-module V +univ over GrG equipped with a trivialization

V +univ ⊗B+dR BdR = V ⊗E BdR,

and the filtration on V ⊗E O used to give a Tannakian definition of BB is

FiliV +univ
(V ⊗E O) =

(FiliB+dR ⋅ V
+
univ) ∩ V ⊗B+dR

(FiliB+dR ⋅ V
+
univ) ∩ V ⊗ Fil1B+dR

⊆ V ⊗E O = (V ⊗E B+dR)/(V ⊗E Fil1B+dR).

Theorem A. Let g = LieG with the adjoint action of G. Differentiating the
action of G(B+dR) on Gr[µ] at the identity element induces an identification

TGr[µ] = g⊗E B+dR/ (g⊗E B+dR ∩ g
+
univ) = (g⊗E B+dR + g

+
univ)/g

+
univ.

It fits in a natural commutative diagram

TGr[µ] g⊗E B+dR/ (g⊗E B+dR ∩ g
+
univ)

g⊗E B+dR/ (g⊗E B+dR ∩ g
+
univ + g⊗E Fil1B+dR)

BB∗TFl
[µ−1]

(g⊗E O) /Fil
0
g+univ
(g⊗E O)

=

dBB

=

=

Proof. This combines Proposition 7.2.3 and Theorem 7.3.1. □

Remark 2.2.2. It follows from the definition of the filtrations that the
subbundle of TGr[µ] annihilated by Fil1B+dR maps under dBB to

Fil−1g+univ
(g⊗E O)

Fil0g+univ
(g⊗E O)

,

i.e. the part of T
Fl
◇lf
[µ−1]

where the universal filtration satisfies Griffiths

transversality for the trivial connection. Since Hodge/Grothendieck-Messing
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period maps for de Rham local systems on smooth rigid analytic varieties
factor through Gr[µ], but the tangent bundles of smooth rigid analytic vari-

eties are O-modules and thus annihilated by Fil1B+dR, this gives a conceptual
explanation of the Griffiths transversality on the associated filtered vector
bundle with connection (see Corollary 7.3.2 and Remark 7.3.3).

2.3. Moduli of mixed characteristic local shtukas with one leg. Let
E/E be an algebraic closure, let Cp be the completion of E for the unique

extension of the p-adic absolute value, and let Ĕ ⊆ Cp be the completion
of the maximal unramified extension of E. For G/E a connected linear

algebraic group, b ∈ G(Ĕ), and [µ] a conjugacy class of cocharacters of GE ,
we now explain how to define the moduli of mixed characteristic local shtuka
with one leg Mb,[µ] as an inscribed v-sheaf over SpdĔ([µ]). To make the
definition, we first recall that the element b gives rise to a canonical G-torsor
Eb on any XE,P , and thus by pullback also on X /XE,P , and that there is a
canonical trivialization

trivb ∶ E1∣SpecB+
dR

∼
Ð→ Eb∣SpecB+

dR
.

We define Mb,[µ](X /XP , P /SpdĔ([µ])) to be the set of meromorphic
isomorphisms (i.e. modifications) φ ∶ E1∣X /∞ → Eb∣X /∞ whose period matrix

cdR(φ) ∶= triv
−1
b ○ φ ∈ G(BdR)

lies in the Schubert cell C[µ] ⊆ G(BdR). Extending the non-inscribed defini-
tions (cf. [13, §8]), there are natural Hodge and Hodge-Tate filtration period
maps to the inscribed partial flag varieties Fl◇lf

[µ∓1]
as in Example 2.1.5,

πHdg ∶Mb,[µ] → Fl◇lf
[µ−1]

and πHT ∶Mb,[µ] → Fl◇lf
[µ]
.

They are refined along the Bialynicki-Birula maps by lattice period maps4

π1 ∶Mb,[µ] → Gr[µ] and π2 ∶Mb,[µ] → Gr[µ−1].

We write G̃b for the inscribed v-sheaf of automorphisms of Eb and note that
G(E◇lf ) is the inscribed v-sheaf of automorphisms of E1. Thus there are
action maps

a1 ∶Mb,[µ] ×G(E
◇lf )→Mb,[µ], (φ, g)↦ (φ ○ g)

and a2 ∶Mb,[µ] × G̃b →Mb,[µ], (φ, g)↦ (g
−1
○ φ).

In the following ∗1 ∶ SpdĔ → GrG denotes the natural base-point G(B+dR).

Theorem B. Let E/Qp be a finite extension, let G/E be a connected linear

algebraic group, let b ∈ G(Ĕ), and let [µ] be a conjugacy class of cocharacters

4In the notation of [13], π1 is πLét and π2 is πLdR .
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of GE. Then Mb,[µ] is an inscribed v-sheaf over SpdĔ([µ]) and the following
diagram commutes:

C[µ] ×G(B+dR)

Mb,[µ] ×G(E
◇lf ) Fl◇lf

[µ−1]
Gr[µ]

Mb,[µ] C[µ]

Mb,[µ] × G̃b Fl◇lf
[µ]

Gr[µ−1]

C[µ] ×G(B+dR)

(c,g)↦cg

cdR×(g↦g)

a1

BB

πHdg

π1

cdR

πHT

π2

c↦c⋅∗1

c↦c−1⋅∗1a2

cdR×(g↦triv−1b ○g○trivb)

BB
(c,g)↦g−1c

The group actions realize π1 as a G̃b-equivariant G(E
◇lf )-torsor over its im-

age Grb−adm
[µ] , the inscribed b-admissible locus, and π2 as a G(E

◇lf )-equivariant

G̃b-torsor over its image Gr
[b]

[µ−1]
, the inscribed Newton stratum.

Proof. This is Theorem 9.2.1 for b1 = 1 and b2 = b. □

There is an unbounded version Mb of the moduli functor such that Mb,[µ] =

Mb ×G(BdR)
C[µ]. Since inscribed v-sheaves are preserved under fiber prod-

ucts, that Mb,[µ] is an inscribed v-sheaf follows from the same property for
C[µ], G(BdR), and Mb. That C[µ] and G(BdR) are inscribed v-sheaves is
established in our study of the B+dR affine Grassmannians, and that Mb is
an inscribed v-sheaf is a consequence of the fact that the moduli stack of
G-bundles on X is an inscribed v-stack (established in Section 6). The rest
of Theorem B is then immediate by tracing through the definitions; the
unbounded analog is given in Theorem 9.1.5.

With Theorem B in place, we compute the tangent bundles of the var-
ious spaces appearing in a way that makes the derivatives of these maps
explicit. To explain our computation, we introduce more notation! We let
g ∶= LieG(E) and write gb for the isocrystal arising from b and the adjoint
representation on g. Associated to gb there is a vector bundle E(gb) on X

over SpdĔ (obtained equivalently as the push-out of Eb along the adjoint
representation). We write BC(gb) for its global sections and BC(gb[1]) for
the v-sheafification of its first cohomology. These are inscribed E◇lf -modules
over SpdĔ; more generally, given a vector bundle E on X over an inscribed
v-sheaf S, we write BC(E) for its global sections and BC(E[1]) for the v-
sheafification of its first cohomology. These are inscribed E◇lf -modules over
S generalizing the underlying v-sheaf constructions in [7, Chapter II].
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For any inscribed group H, we write LieH for its tangent space at the
identity. In particular,

Lie(G(E◇lf )) = g⊗E E
◇lf = BC(g1) and Lie G̃b = BC(gb).

Theorem C. The B+dR-module on Mb,[µ]

g+max ∶= gb ⊗Ĕ B+dR + g⊗E B+dR ⊆ gb ⊗Ĕ BdR =
φ g⊗E BdR

is locally free. In particular, there is a vector bundle Emax on X over Mb,[µ]

fitting into two canonical modification exact sequences of sheaves on X

0→ g⊗E OX → Emax →∞∗ (g
+
max/g⊗E B+dR)→ 0(2.3.0.1)

and 0→ E(gb)→ Emax →∞∗ (g
+
max/gb ⊗Ĕ B+dR)→ 0.(2.3.0.2)

There is a natural isomorphism c∗dRTC[µ] = g+max induced by the action of

G(B+dR) ×G(B
+
dR) on C[µ] and a unique isomorphism BC(Emax)

∼
Ð→ TMb,[µ]

whose composition with dcdR is the natural map BC(Emax) → g+max given
by restricting global sections to SpecB+dR. These isomorphisms fit into the
following commutative diagram of inscribed E◇lf -modules on Mb,[µ], where:

● the top row is the exact sequence induced by v-sheafifying the long
exact sequence of cohomology of Eq. (2.3.0.1),
● the bottom row is the exact sequence induced by v-sheafifying the long
exact sequence of cohomology of Eq. (2.3.0.2),
● isomorphisms involving T

Fl
◇lf
[µ±1]

and TGr
[µ∓1]

are from Theorem A,

● and N
Gr
[b]

[µ−1]

denotes the normal bundle of Gr
[b]

[µ−1]
⊆ Gr[µ−1].
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0→ g⊗E E
◇lf BC(Emax)

g+max

g⊗EB+
dR

0

gb⊗ĔO

Fil0Hdg(gb⊗ĔO)

π∗HdgTFl◇lf
[µ−1]

π∗1TGr[µ]

TMb,[µ] c∗dRTC[µ] = g
+
max

π∗HTTFl◇lf
[µ]

π∗2TGr
[µ−1]

g⊗EO

Fil0HT(g⊗EO)
π∗1NGr

[b]

[µ−1]

0→ BC(gb) BC(Emax)
g+max

gb⊗ĔB+
dR

BC(gb[1])→ 0

(da1)e
∼

∼

∼

π∗1dBB

dπHdg dπ1

dcdR

dπHT
dπ2

π∗2dBB

∼(da2)e ∼

∼

∼

Proof. This combines Corollary 9.2.3 and Corollary 9.2.4 in the case b1 = 1
and b2 = b, and adds in the computation of dBB in Theorem A. The 0 in the
top right is obtained from Proposition 6.3.2. □

Remark 2.3.1. Morally, no normal bundle appears in the top part of the
diagram of Theorem C because the underlying v-sheaf of the admissible
locus is open. Practically, no normal bundle appears because BC(g1[1]) = 0.
When b is basic, the underlying v-sheaf of the associated Newton stratum
is also open. In that case, we also have BC(gb[1]) = 0, so that the normal
bundle also vanishes in the bottom part (morally and practically).

To prove Theorem C, we first establish in Corollary 9.1.6 an analogous
result for the unbounded moduli space Mb, where it is the fundamental exact
sequences of p-adic Hodge theory associated to the vector bundles g⊗E OX
and E(gb) that appear in the top and bottom rows. This is possible because
the unbounded moduli space admits a simple structure as a bitorsor over
SpdĔ (see Theorem 9.2.1) from which we can extract this description of its
tangent bundle and the derivatives. We then use the period maps to cut-out
the diagram of Theorem C; the inscribed formalism allows us to make this
computation as one would expect, e.g., in classical differential topology.

Implicit in the statement of Theorem C is also a simple description of the
tangent and normal bundles of the inscribed Newton strata. One might also
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ask for simple descriptions of the generalized Newton strata which form the
boundary of the admissible locus. When b is basic, these can be reinterpreted
as Newton strata for different groups by the two towers isomorphism; in fact,
even if b is not basic this applies if one allows more general group schemes
over the Fargues-Fontaine curve in the definitions (see Remark 2.3.3). How-
ever, a simpler way this can be addressed is by allowing more general moduli
of modifications from Eb1 to Eb2 for any b1, b2 in G(Ĕ), and then examining
the resulting structure of the images of their period maps. Our methods
apply equally well in this more general context, and in the body of the text
we give all of our results in this setting. In particular, the description of
tangent and normal bundles of generalized Newton strata is Corollary 9.2.4.

Remark 2.3.2. One can hope that these descriptions of the tangent and
normal bundles of the generalized Newton stratifications will have applica-
tions, e.g., to a Banach-Colmez theory of holonomic D-modules.

Remark 2.3.3. In Section 9.3 we explain a two towers isomorphism in the
inscribed setting that is valid even without the basic hypothesis: at the level
of cdR it is given simply by c↦ c−1, so that it extends to an automorphism of
the diagrams in Theorem B and Theorem C that reflects the objects across
the horizontal axis traced by cdR. The description in this level of generality
appears to be new even on the underlying v-sheaf. Similarly, the description
of Mb as a bitorsor over SpdĔ, though immediate from the definition, does
not seem to have been utilized previously even for the underlying v-sheaf.

Remark 2.3.4 (Finite level local Shimura varieties). For [µ] minuscule, i.e.
the local Shimura case, and Kp ≤ G(Qp) compact open, it is shown in [25]

that there exist rigid analytic local Shimura varieties M rig
b,[µ],Kp

representing

the diamonds (Mb,[µ])0/Kp. Indeed, in the minuscule case the Bialynicki-

Birula map is an isomorphism (Gr[µ])0 = Fl
◇
[µ−1], so that one can construct

M rig
b,[µ],Kp

by invoking the equivalence of étale sites (Fl[µ−1])ét = (Fl
◇
[µ−1])ét.

We claim that, in this minuscule case, there is a canonical identification

of Mb,[µ],Kp
∶= Mb,[µ]/K

◇lf
p with (M rig

b,[µ],Kp
)◇lf where the latter is defined

via Example 2.1.5. To see this, the key point is to construct the map from

Mb,[µ] to (M
rig
b,[µ],Kp

)◇lf . This is straightforward: to obtain it, we first note

that we are given the inscribed period map πHdg to Fl◇lf
[µ−1]

and a lift of

(πHdg)0 to the underlying v-sheaf ((M rig
b,[µ],Kp

)◇lf )0. Then, since the maps

M
rig
b,[µ],Kp

→ Fl[µ−1] are étale, there is a unique deformation of the map

on the underlying v-sheaves that is compatible with πHdg. That it is an
isomorphism follows from Proposition 6.4.3, which uses crucially the slope
condition in the definition of X lf+

E,◻ (see Remark 2.1.1).
The comparison between the infinite level inscription and finite level in-

scriptions in the case of global Shimura varieties is based on the same idea,
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but, as we will explain in Section 2.4, the analysis of the Hodge period map
is more delicate.

2.4. Inscribed global Shimura varieties. Let (G,X) be a Shimura da-
tum, and assume the maximal R-split Q-anisotropic central torus is equal
to G (this occurs, e.g., if (G,X) is of Hodge type; since the cases where
Conjecture 2.4.1 below is currently known all fall under this umbrella, it is
a reasonable simplifying assumption to impose).

We fix a p-adic field L containing the reflex field, i.e. the field of definition
of the conjugacy class of Hodge cocharacters [µ]. For K ≤ G(A∞) a suffi-
ciently small compact open, we write ShK for the associated Shimura variety
of level K as a (smooth) rigid analytic variety over L. For Kp ≤ G(A∞p)

compact open, we write Sh◇Kp ∶= lim
←ÐKp

Sh◇KpKp , where the limit is over

compact open subgroups Kp ≤ G(Qp) such that KpK
p is sufficiently small.

There is an action of G(Qp) on Sh◇Kp and a G(Qp)-equivariant Hodge-Tate
period map π◇HT ∶ Sh

◇
Kp → Fl◇[µ]. We write π◇Kp

∶ Sh◇Kp → Sh◇KpKp for the

natural projection map — it is a torsor for Kp.

We want to define an inscription on Sh◇Kp . To do so, we will need to
assume a version of the Igusa stacks fiber product conjecture of Scholze
for the minimal compactification (see [29, 5]). To state this conjecture,
we recall that, for any sufficiently small K as above, there is a minimal
compactification ShK ⊆ Sh∗K . We write (Sh∗Kp)

◇ = lim
←ÐKp

(Sh∗KpKp)
◇. We

write BunG for the v-stack of G-bundles on the Fargues-Fontaine curve and
BL ∶ Fl◇[µ] → BunG for the map obtained by making the Beauville-Laszlo

modification of the trivial bundle along the B+dR-lattice associated to the
minuscule filtration parameterized by Fl◇[µ].

Conjecture 2.4.1 (see Conjecture 1.1-(3) of [29]).

(1) For any Kp, the Hodge-Tate period map extends to π◇HT ∶ (Sh
∗
Kp)

◇ →

Fl◇[µ].

(2) As Kp varies, there is a compatible family of small v-stacks Igs∗Kp

with maps

πHT ∶ Igs
∗
Kp → BunG and qKp ∶ (Sh∗Kp)

◇
→ Igs∗Kp

such that πHT is 0-truncated and, for each Kp, the following diagram
is Cartesian:

(2.4.1.1)

(Sh∗Kp)
◇ Fl◇[µ]

Igs∗Kp BunG

π◇HT

qKp
⌟

BL

πHT

Conjecture 2.4.1 is known in most PEL cases by [29, Theorem 1.3]. It is
known in the compact Hodge type case by [5, Theorem I].
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Remark 2.4.2. The results of [5] prove the existence in the general Hodge
type case of a cartesian diagram as in Eq. (2.4.1.1) over the good reduction
locus (Sh○Kp)

◇ ⊆ Sh◇Kp ⊆ (Sh∗Kp)
◇. When the Shimura variety is compact,

these inclusions are equalities. In the general Hodge type case, one can
still use this result to carry out our constructions over the good reduction
locus of the infinite level Shimura variety; we do not state this here, but the
interested reader can adapt the statements below.

Assumption 2.4.3. For the remainder of this section, we assume Conjec-
ture 2.4.1 holds for any Shimura variety under discussion.

We will now define Sh◇lfKp . It will be open in (Sh∗Kp)
◇lf , which we will

define by inscribing the two maps πHT and BL and then taking their fiber
product. A natural inscription on BunG is X ∗BG, which sends X /XP to
the groupoid of G-torsors on X , and the same formalism of Beauville-Laszlo
glueing extends to a map BLlf ∶ Fl◇lf

[µ]
→ X ∗BG (where Fl◇lf

[µ]
is defined as in

Example 2.1.5). We equip IgsKp with the trivial inscription, and we write
π◇lfHT for the composition of πHT with the natural map BunG → X ∗BG (by
pullback of bundles from XP to X ). Then, we define

(Sh∗Kp
)
◇lf ∶= (πHT)

◇lf ×X ∗BG BL◇lf .

Finally, we restrict to the open infinite level Shimura variety:

Sh◇lfKp ∶= (Sh
∗
Kp
)
◇lf ×(Sh∗Kp)◇

Sh◇Kp .

It follows that (Sh◇lfKp)0 = Sh
◇
Kp , i.e. that this is an inscription on Sh◇Kp .

Remark 2.4.4. We focus on the infinite level Shimura variety rather than
its minimal compactification because at finite level the minimal compactifi-
cations are not typically smooth.

By construction, there is an action ae ∶ Sh
◇lf
Kp × G(Q◇lfp ) → Sh◇lfKp and a

G(Q◇lfp )-equivariant map π◇lfHT ∶ Sh
◇lf
Kp
→ Fl◇lf

[µ]
. We now describe the compu-

tation of T
Sh
◇lf
Kp

and dπ◇lfHT, and the relation to finite level Shimura varieties.

This will mirror the minuscule case of Theorem C, with maps to finite level
inscribed Shimura varieties replacing the map πHdg; however, it will require
a non-trivial argument to show such maps exist (see the discussion after the
statement of Theorem D). Before making the statement, we note that on
Sh◇lfKp

we have the trivial bundle g⊗OX over X and the pullback of the uni-

versal bundle associated to the adjoint representation over X ∗BG, guniv. By
the construction of the map BL◇lf , we have fixed an isomorphism between
these two bundles after restriction to X /∞.

Theorem D. With notation above, suppose as in Assumption 2.4.3 that
Conjecture 2.4.1 holds for the Shimura varieties under consideration. Then,

(1) For sufficently small compact opens Kp ≤ G(Qp), there are canonical
maps π◇lfKp

∶ Sh◇lfKp → Sh◇lfKpKp (where the codomain is defined as in
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Example 2.1.5) extending the projection maps on the underlying v-
sheaves and realizing Sh◇lfKp as a K◇lfp torsor over Sh◇lfKpKp. These

maps are compatible as Kp and Kp vary.
(2) The B+dR-module on Sh◇lfKp

g+max ∶= guniv ⊠B
+
dR + g⊗E B+dR ⊆ guniv ⊠BdR = g⊗E BdR

is locally free. In particular, there is a vector bundle Emax on X
over Sh◇lfKp

fitting into two canonical modification exact sequences of

sheaves on X

0→ g⊗E OX → Emax →∞∗ (g
+
max/g⊗E B+dR)→ 0(2.4.4.1)

and 0→ guniv → Emax →∞∗ (g
+
max/guniv ⊠B

+
dR)→ 0.(2.4.4.2)

There is a canonical identification BC(Emax) = TSh◇lf
Kp

such that the

v-sheafification of the associated long exact sequences of cohomology
for Eq. (2.4.4.1) and Eq. (2.4.4.2) are identified with

(2.4.4.3) 0→ g⊗Q◇lfp
dae
ÐÐ→ BC(Emax) = TSh◇lf

Kp

dπ
◇lf
Kp

ÐÐÐ→ (π◇lfKp
)
∗T

Sh
◇lf
KpKp

→ 0

and
(2.4.4.4)

0→ BC(guniv)→ BC(gmax) = T(Sh○Kp)
◇lf

dπ
◇lf
HT

ÐÐÐ→ (π◇lfHT)
∗T

Fl
◇lf
[µ]

→ BC(guniv[1])→ 0.

Proof. This combines Lemma 11.2.2 and Lemma 11.4.1. □

Remark 2.4.5. The fibers of π◇lfHT are identified, by the definition using a
product, with inscribed variants of the Caraiani-Scholze type Igusa varieties

IgsKp ×BunG (BunG
b
←Ð SpdQ̆p). In particular, if we look above a point of the

flag variety lying in the Newton stratum for b ∈ G(Q̆p), then the restriction
of guniv is the bundle associated to the isocrystal gb. The kernel BC(gb)
of dπ◇lfHT at such a point, which is the tangent bundle of the fiber, can also
be viewed as coming from differentiating the action on this Igusa variety of
the group G̃b of automorphisms of the associated G-bundle on the relative
thickened Fargues-Fontaine curve. Note that the term BC(gb[1]) appearing
in the restriction of Eq. (11.2.2.3) is zero if and only if b is basic. Its role
here is as the normal bundle of the associated Newton stratum on the flag
variety (cf. Remark 2.3.1 and the surrounding discussion). In particular,
π◇lfHT is a submersion over the open basic locus but nowhere else; in general,
it is only a submersion after pullback to a Newton stratum.

As in the proof of Theorem C, for the computation of the tangent bundle
in Theorem D the key step is to define an unbounded variant by replacing
Fl◇lf
[µ]

with the inscribed B+dR-affine Grassmannian GrG in the defining prod-

uct. The extension of the Beauville-Laszlo map to GrG has a simple torsor
structure, and since IgsKp is trivially inscribed, we obtain a computation of
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the tangent bundle of the unbounded variant of Sh◇lfKp . The computation of
TSh

K
◇lf
p

is then deduced by pulling back along the inclusion T
Fl
◇lf
[µ]

→ TGrG .

The most delicate part of Theorem C is actually the construction of the
maps π◇lfKp

. As in Remark 2.3.4, since we know the map π◇Kp
on the underlying

v-sheaf, we only need to extend it over formal neighborhoods. We can
understand the formal neighborhood at finite level using the Hodge period
map for the de Rham filtered G-torsor with connection. Indeed, this can be
realized in our theory as a map π◇lfHdg,Kp

∶ Sh◇lfKpKp → Fl[µ−1]/G
◇. It is crucial

here that the quotient is by G◇ and not G◇lf ; this corresponds to the use of
the connection to define the Hodge period map with respect to a flat basis.
The classical statement that the Hodge period map is an isomorphism on
formal neighborhoods becomes the statement that the following diagram is
Cartesian:

Sh◇lfKpKp Fl◇lf
[µ−1]
/G◇

Sh◇KpKp Fl◇
[µ−1]/G

◇

π
◇lf
Hdg,Kp

π◇Hdg,Kp

Thus, to construct π◇lfKp
, it suffices to construct an infinite level Hodge period

map π◇lfHdg → Fl◇lf
[µ−1]
/G◇ that agrees on the underlying v-sheaf with the com-

position π◇Hdg,Kp
○ π◇Kp

. This is possible because the Hodge filtration arises

naturally from the modification construction; the use of the connection at
finite level is replaced by the factorization of π◇lfHT through BunG.

2.5. Differential topology for diamonds I: Perfectoidness. It is nat-
ural to guess that, for C a perfectoid field and S a sufficiently nice inscribed
v-sheaf over SpdC, the underlying v-sheaf S0 is represented by a perfectoid
space over C if, at every geometric point s ∶ Spa(C ′,C ′

+
)→ S0, its Tangent

Space (TS)0,s is represented by a perfectoid space over C ′. In particular,
applied to quotients of local and global infinite level Shimura varieties, our
computations of tangent bundles described above give a simple prediction
that unifies several previous results and observations in the literature.

Let Y be either

(1) an infinite level inscribed local Shimura variety Mb,[µ] (so µ is mi-
nuscule and E = Qp) as in Section 2.3, or

(2) an infinite level inscribed global Shimura variety Sh◇lfKp as in Sec-
tion 2.4.

For the associated group G, we consider any closed subgroup H ≤ G(Qp)

(which is automatically a p-adic Lie group) and let H◇lf ∶=H×G(Qp)G(Q
◇lf
p ).

We then consider the quotient YH ∶= Y /H
◇lf .
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Remark 2.5.1. When H is a compact open subgroup, Remark 2.3.4 and
Theorem D-(1) show that the other natural definition of the finite level
inscribed space YH in these settings agrees with this quotient.

Writing LieH =∶ h ≤ g, it follows from our general formalism that the
tangent bundle of YH is TY /h⊗Q◇lfp (or rather, its natural descent from Y to
YH). In particular, using the computation of the tangent bundle of Y coming
from Theorem C or Theorem D, it is relatively straightforward to identify
the points of (YH)0 where the associated Tangent Space is perfectoid:

Proposition 2.5.2. The locus in ∣(YH)0∣ whose geometric points have per-
fectoid Tangent Space is the open pre-image under πHT of the open locus in
Fl◇[µ]/H whose preimage in Fl[µ] consists of those points x ∶ Spa(C ′,C ′

+
)→

Fl◇[µ] such that, for ux the Lie algebra of the unipotent radical of the associ-

ated parabolic of GC (i.e. the stabilizer of x), ux ∩ hC = {0}.

Remark 2.5.3. In the non-minuscule case of Section 2.3 these quotients
should never be perfectoid, which is why we do not consider it here.

The condition of Proposition 2.5.2 gives an after-the-fact conjectural con-
ceptual explanation of several past results, including those of [19, 15] on
perfectoidness of quotients of the Lubin Tate tower and the cohomological
vanishing results for global Shimura varieties of [4, 3]. A more natural gen-
erality for these perfectoidness considerations is the study of quotients of a
p-adic manifold fibrations over arbitrary smooth rigid analytic varieties; we
thus defer further discussion to [10], where it will be treated in this context.

2.6. Differential topology for diamonds II: Cohomological smooth-
ness. Building on the Fargues-Scholze Jacobian criterion [7, §IV.4], it is
natural to conjecture that, for a sufficiently natural morphism of inscribed
v-sheaves f ∶ S → S ′, the morphism of underlying v-sheaves S0 → S

′
0 is coho-

mologically smooth if the relative Tangent Bundle (the v-sheaf underlying
the kernel of df) at each geometric point is cohomologically smooth. We

will now make this expectation explicit for a variant of Mb,[µ] → SpdĔ([µ]),
building on work of Ivanov and Weinstein [14].

We suppose G is reductive. There is a natural determinant morphism
from Mb,[µ] to the associated moduli space for the abelianization Gab of
G, and we write M τ

b,[µ]/SpdCp for a non-empty fiber over a Cp-point τ

under this determinant morphism. The reason to work with M τ
b,[µ]/SpdCp

is simply that a non-empty open in Mb,[µ] will never be cohomologically

smooth if Gab ≠ 0 due to a locally profinite set of connected components (on
tangent bundles, this is reflected by a summand isomorphic to E◇lf ).

The description TMb,[µ]
= BC(Emax) of Theorem C implies that TM τ

b,[µ]
=

BC(E○max), where E
○
max is constructed by replacing g everywhere with g○, the

Lie algebra of the derived subgroup Gder. We show:
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Theorem E. Let G/E be a connected reductive group. Then, for x ∶ Spa(C,OC)→

(M ○
b,[µ])0 a rank one geometric point, E○max,x is a vector bundle on XE,C

with non-negative Harder-Narasimhan slopes. It has strictly positive Harder-
Narasimhan slopes if and only if x is isolated in its fiber for π1 × π2, or
equivalently

π−12 (π2(x)) ∩ π
−1
1 (π1(x)) ⊆ (M

τ
b,[µ])0(C) is a discrete subspace.

Proof. This is a part of Proposition 10.3.5. □

The appearance of zero as a Harder-Narasimhan slope is equivalent to the
existence of a summand of the Tangent Space at x isomorphic to E; such a
summand breaks the cohomological smoothness of the Tangent Space since
it introduces a locally profinite set of connected components. If no such
summand exists, the Tangent Space is cohomologically smooth in this case.
Thus, in light of Theorem E, our heuristic predicts that (M ○

b,[µ])0/SpdCp is

cohomologically smooth on the partially proper open locus whose rank one
points are those that are discrete in their fibers for π1 × π2.

It follows from Scholze and Weinstein’s classification of p-divisible groups
[24] that, in the minuscule EL case, this condition holds at a point x exactly
when the p-divisible group with EL structure parameterized by x admits
no additional endomorphisms. In this case, following Ivanov and Weinstein
[14], we are also able to give an alternate construction of M τ

b,[µ] as a moduli

of sections for a smooth quasi-projective adic space over XE,C♭p (as in Exam-

ple 2.1.5). Comparing with this construction, we show the Fargues-Schoze
Jacobian criterion of [6] applies in this case. Thus we obtain

Corollary F. (See Corollary 10.4.4 for the precise statement). For (G/Qp, b, [µ])
arising from a minuscule EL datum, (M τ

b,[µ])0/SpdCp is cohomologically

smooth on the partially proper open non-special5 locus parameterizing p-
divisible groups with EL structure admitting no extra endomorphisms.

For b basic, Corollary F is essentially the main result of [14]. We can
extend beyond the basic case because our description of E○max is more robust.

Remark 2.6.1. Knowing that the two different constructions of M τ
b,[µ] used

in the minuscule EL case produce the same underlying v-sheaf does not au-
tomatically imply that the two inscriptions agree — as in Example 1.0.2,
asking whether two inscriptions agree is akin to asking whether two differen-
tiable structures on the same topological manifold agree. Thus establishing
this agreement is a non-trivial step in the proof of Corollary F, but fortu-
nately it is more or less immediate from the construction of [14].

Remark 2.6.2. As in the study of perfectoidness in Section 2.5, one could
also consider the question of cohomological smoothness for quotients by

5We caution the reader that the notion of non-special appearing here and in [14] is
different than the natural Tannakian definition based on [12, 13]; see Remark 10.4.5.
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closed subgroups. Similarly, one could also treat global Shimura varieties
and their quotients. We leave these generalizations to the interested reader.

2.7. Organization. In Section 3 we treat some preliminaries on nilpotent
thickenings of adic spaces and schemes. In Section 4 we develop the the-
ory of inscription in a general axiomatic setting. In Section 5 we then
specialize to the specific contexts of interest to us in p-adic geometry. In
Section 6 we study the inscribed moduli stacks of vector bundles and G-
bundles on thickenings of relative Fargues-Fontaine curves (and other loci
on relative Fargues-Fontaine curves). In Section 7 we establish our results
on B+dR-affine Grassmannians, including Theorem A. In Section 8 we discuss
modifications of bundles on relative thickened Farguess-Fontaine curves and
related inscribed objects; we also define generalized Newton strata. A key
technical ingredient in many of our later computations of tangent bundles is
the torsor structure on the inscribed Hecke correspondence in Section 8.3.
In Section 9 we study moduli of modifications and prove (generalizations of)
Theorem B and Theorem C. In Section 10 we prove our results on cohomo-
logical smoothness as described in Section 2.6, including Theorem E. Finally,
in Section 11 we study global Shimura varieties and prove Theorem D.

3. Adic spaces and schemes

In this section we develop some complements on adic spaces and schemes.
In particular, we study properties of finite locally free nilpotent thickenings
and smooth morphisms, and the relation between them. Everything we
discuss is completely classical in the context of schemes, but a bit more
delicate in the category of adic spaces.

To avoid issues of sheafiness, we will work exclusively with the category
of strongly sheafy adic spaces as introduced in [9] (see Definition 3.2.1).
This category includes the sousperfectoid spaces used in [7, IV.4], and thus
Fargues-Fontaine curves, but also includes, e.g., smooth rigid analytic va-
rieties over Spa(L) for any non-archimedean field L (note that, for L very
large, SpaL may not itself be sousperfectoid; see [9, Remarks 7.7 and 7.8]).
Another option that would accommodate both of these is the category of
weakly sousperfectoid spaces of [9], but we will also want to allow locally
free nilpotent thickenings (as defined in Section 3.4 below) as well as more
exotic non-reduced spaces such as the canonical infinitesimal thickenings
of perfectoid spaces over Qp. All of these non-reduced spaces are strongly
sheafy but not weakly sousperfectoid.

Crucially, there is a reasonable notion of smooth morphisms between
strongly sheafy adic spaces such that some of the results on smooth mor-
phisms of sous-perfectoid adic spaces obtained in [7, IV.4] still hold with
little modification to the proofs. In particular, enough structural properties
hold for smooth morphisms in this context for us to describe their local
structure around a section, define the relative tangent bundles of a smooth
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morphism, and relate relative tangent bundles to restrictions of scalars along
simple square-zero thickenings.

3.1. Conventions. In this paper, all Huber rings are complete Tate rings.
We write AdicSpc for the category of analytic adic spaces, i.e. the category
of adic spaces locally of the form Spa(A,A+) for (A,A+) a sheafy Huber
pair such that A is a complete Tate ring.

3.2. Strongly sheafy adic spaces.

Definition 3.2.1 (cf. Definition 4.1 of [9]). A Huber pair (A,A+) is strongly
sheafy if, for every n ≥ 0, the Tate algebra

(A⟨t1, . . . , tn⟩,A
+
⟨t1, . . . , tn⟩)

is sheafy. We say an adic space X is strongly sheafy if it can be covered
by open affinoids Spa(A,A+), for (A,A+) a strongly sheafy Huber pair. We
write SSAdicSpc ⊆ AdicSpc for the full subcategory of strongly sheafy adic
spaces.

Example 3.2.2.

(1) Any sous-perfectoid adic space is strongly sheafy. In particular, this
applies to any P ∈ Perf, the Fargues-Fontaine curve XE,P and its

cover YE,P , and any untilt P ♯.
(2) Any strongly Noetherian adic space is strongly sheafy. In particular,

this applies to rigid analytic varieties over non-archimedean fields.
(3) For P ♯ a perfectoid space over Qp, its canonical thickenings P

♯
(i) are

strongly sheafy.

By Corollary 3.4.5 below, any locally free nilpotent thickening of a strongly
sheafy adic space is strongly sheafy.

3.3. Vector bundles. We write Vect for the fibered category over locally
ringed spaces whose objects are pairs (T,F) where T is a locally ringed
space and F is a locally free of finite rank sheaf of OT -modules.

Given an affine scheme SpecA, global sections give an equivalence between
Vect(SpecA) and the category of finite projective A-modules (see, e.g, [26,
Tag 00NX]). Similarly, given an affinoid adic space Spa(A,A+), global sec-
tions gives an equivalence between Vect(Spa(A,A+)) and the category of
finite projective A-modules by [16, Theorem 8.2.22].

The restriction of Vect to the category of schemes is an étale stack. Simi-
larly, because strongly sheafy adic spaces are stably adic in the sense of [16,
Definition 8.2.19], [16, Theorem 8.2.22] implies that the restriction of Vect
to SSAdicSpc is an étale stack.

3.4. Thickenings of adic spaces and schemes.

Definition 3.4.1.

https://stacks.math.columbia.edu/tag/00NX
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(1) A closed immersion T → T ′ of adic spaces is a nilpotent thickening if
the ideal sheaf IT of T inOT ′ is locally nilpotent, i.e. after restriction
to any quasi-compact open there is an n such that InT = 0. It is
square-zero if I2T = 0.

(2) A nilpotent thickening of T /T is a morphism T /T → T ′/T of adic
spaces over T such that T → T ′ is a nilpotent thickening. Given
such a nilpotent thickening, we obtain a splitting OT ′ = OT ⊕ IT in
the category of sheaves of complete topological OT -modules. We say
T /T → T ′/T is locally free if
(a) OT ′ , or equivalently IT , is locally free of finite rank over OT ,

and
(b) For any open affinoid adic Spa(A,A+) ⊆ T , OT ′(Spa(A,A

+)),
or equivalently IT (Spa(A,A

+), is equipped with its canonical
topology as a finite projective A-module.

(3) For T an adic space, we say an OT -algebra A is augmented if it is
equipped with a (necessarily surjective) map of OT -algebras A →
OT , and nilpotent augmented if the kernel I of the augmentation is
locally nilpotent. We say an augmented OT -algebra A is locally free
if I or equivalently A is locally free of finite rank over OT .

Remark 3.4.2. Any thickening T → T ′ induces a homeomorphism ∣T ∣ = ∣T ′∣
and for any point t ∈ ∣T ∣ with associated valuation vt on OT,t, the induced
valuation on OT ′,t is given by composition of vt with OT ′,t↠ OT,t.

For any locally free nilpotent thickening T /T → T ′/T , it follows from
the definitions that OT ′ is a locally free nilpotent augmented OT -algebra.
Conversely, given a locally free nilpotent augmented OT -algebra A, we may
construct a locally free nilpotent thickening T /T → SpaTA as follows: we
write SpaTA for the locally v-ringed space (T,A), where for any open
affinoid Spa(A,A+) ⊆ T , A(Spa(A,A+)) is equipped with its canonical
topology as a finite projective A-module and, for each t ∈ T , the valua-
tion on At is pulled back from the valuation t on OT,t along the surjec-
tion At → OT,t. When T = Spa(A,A+) is affine, then one easily checks
that SpaTA = Spa(A(T ),A+ ⊕ I(T )), where A(T ) is equipped with its
canonical topology as a finite projective A-module. Equipped with the
map T → SpaTA coming from the augmentation and the structure map
SpaTA → T coming from the OT -algebra structure, SpaTA/T is a thicken-
ing of T /T .

Note that we can make analogous definitions with schemes, where ev-
erything is simpler as we do not need to keep track of the topology. The
following is then immediate from the above discussion.

Proposition 3.4.3.

● For T an adic space (resp. scheme), the functor

(T /T ↪ T ′/T )↦ (OT ′ → OT )
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is an equivalence between locally free nilpotent thickenings of T /T
and locally free nilpotent augmented OT -algebras, with quasi-inverse

(A→ OT )↦ (T /T ↪ SpaTA/T ) (resp. (T /T ↪ SpecT A/T )).

● For T an adic space (resp. scheme), f ∶ V → T a map of adic space
(resp. schemes), and A a locally free augmented OT -algebra, f

∗A is
a locally free augmented OV -algebra, and

SpaV f
∗
A = SpaTA ×T V (resp. SpecV f

∗
A = SpecT A ×T V ).

In particular, the category of locally free nilpotent thickenings is
fibered over adic spaces (resp. schemes).

Corollary 3.4.4. For any sheafy Huber pair (A,A+), there is a natural
equivalence between the category locally free thickenings of Spa(A,A+)/Spa(A,A+)
and locally free thickenings of SpecA/SpecA.

Proof. We apply Proposition 3.4.3 along with the observation that Vect(Spa(A,A+))
and Vect(SpecA) are both equivalent, by global sections, to finite projective
A-modules (see Section 3.3). □

Corollary 3.4.5. If T is a strongly sheafy adic space, then for any locally
free nilpotent thickening T /T → T ′/T , T ′ is a strongly sheafy adic space.

Remark 3.4.6. If T is reduced, then for any finite locally free thickening
T /T → T ′/T , the map T → T ′ is uniquely determined by T ′ → T as the
inverse of the induced isomorphism (T ′)red → T

Definition 3.4.7. If T is an adic space (resp. a scheme), we say a locally free
nilpotent thickening T /T → T ′/T is constant if it there a finite free nilpotent
augmented Z-algebra A→ Z such that T ′/T is isomorphic to SpaT (A⊗ZOT )

(resp. SpecT (A⊗Z OT )).

For T an adic space or scheme, it follows from Proposition 3.4.3 that the
category of square-zero locally free nilpotent thickening of T /T is equivalent
to the category of locally free OT -modules of finite rank.

Definition 3.4.8. Given an adic space or scheme T and a locally free of
finite rankOT -module I, we write T [I] for the associated locally free square-
zero thickening of T . As a locally ringed space it is (∣T ∣,OT ⊕ I) where the
multiplication is given by (a, i)(a′, i′) = (aa′, ai′ + a′i).

Definition 3.4.9. Given an adic space (resp. scheme) T and a finite free
Z-module M , we write

T [M] ∶= T [OT ⊗M] = SpaT (Z[M]⊗OT ) (resp. SpecT (Z[M]⊗OT [M]))

where here Z[M] is the nilpotent augmented finite free Z-algebra Z ⊕M
with multiplication given by (a,m)(a′,m′) = (aa′, am′ + a′m).

From the discussion above we see a constant square-zero thickening of
T /T can be equivalently defined as a thickening isomorphic to T [M]/T for
some finite free Z-module M . The following is immediate.
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Lemma 3.4.10. For any adic space T or scheme T , M ↦ T [M]/T defines
a contravariant functor from finite free Z-modules to constant square-zero
thickenings of T /T such that

(3.4.10.1) T [M1 ×M2] = T [M1] ⊔T T [M2]

where the inclusion maps T [Mi]→ T [M1×M2] are induced by the projections
M1 ×M2 →Mi.

Definition 3.4.11. For any subcategory C of adic spaces or schemes, we
write Clf for the category of locally free nilpotent thickenings of objects in
C, Ccn for the subcategory of Clf consisting of constant nilpotent thickenings
of objects in C, and Cϵ for the subcategory of Ccn consisting of constant
square-zero thickenings of objects in C. In each case C● is naturally fibered
over C.

3.5. Smooth morphisms. The results on smooth morphisms of sous-perfectoid
adic spaces of [7, IV.4] up through [7, Lemma IV.14] go through essentially
as written in the more general setting of strongly sheafy adic spaces. In this
section we give just the specific definitions and statements we will need.

Remark 3.5.1. The remaining statements in [7, IV.4] depend on Lemma
[7, Lemma IV.16], whose proof in loc. cit. uses the sous-perfectoid condition
to reduce to the case of a perfectoid X. We do not attempt to extend these
results here as, for our purposes, the analog of [7, Lemma IV.14] saying
that any section factors through a ball is the key structural result we need
going forward. The generalization to strongly sheafy adic spaces is Propo-
sition 3.5.6, and we deduce from it a useful corollary about infinitesimal
neighborhoods of sections in Corollary 3.5.7.

Definition 3.5.2. (cf. [7, Definition IV.4.9], [9, Definition 5.11]). A mor-
phism f ∶ Y →X of strongly sheafy adic spaces is

(1) étale if, locally on X and Y , it can be written as an open immersion
followed by a finite étale map, and

(2) smooth if there is a cover of Y by open sets V such that f ∣V can
be written as a composition of an étale map V → Bd

X followed by
projection to X.

Lemma 3.5.3 (cf. Proposition IV.4.10-(iii) of [7]). Let Y →X be a smooth
map of strongly sheafy adic spaces, and let X ′ → X be an arbitrary map of
strongly sheafy adic spaces. Then, Y ′ ∶= Y ×X X ′ is a strongly sheafy adic
space and Y ′ → X ′ is a smooth map of strongly sheafy adic spaces. Thus,
the category of smooth morphisms of strongly sheafy adic spaces is a fibered
category over strongly sheafy adic spaces.

Proof. This follows since balls over, rational localizations of, and finite étale
covers of a strongly sheafy Spa(A,A+) are all strongly sheafy. □

Definition 3.5.4 (cf. Definition IV.4.11 of [7]). For f ∶ Y → X a smooth
map of strongly sheafy adic spaces, the sheaf of relative differentials ΩY /X

on Y is I/I2 for I the ideal sheaf of the diagonal Y ↪ Y ×X Y .
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Lemma 3.5.5. For f ∶ Y →X a smooth map of strongly sheafy adic spaces,
ΩY /X is locally free of finite rank over OY . In fact it is free of rank d on any
open V as in the definition of a smooth map such that f ∣V factors through an
étale map V → Bd

X . For any map of strongly sheafy adic spaces g ∶X ′ →X,
g∗ΩY /X = ΩY ×XX′/X′ .

Proof. The following is based on the proof of [7, Proposition IV.4.12], but
we have modified the structure of the argument to make it more clear (to
us). Working locally, we may assume X = Spa(A,A+), Y is quasi-compact,
and Y → X factors through an étale map Y → Bd

X =∶ Y
′. The diagonal

Y → Y ×X Y then factors as

Y → Y ×Y ′ Y = (Y ×X Y ) ×Y ′×XY ′ Y
′
→ Y ×X Y.

The first map, as the diagonal of an étale map, is an open immersion. It
follows that IY /I

2
Y is the restriction of IY ×Y ′Y /I

2
Y ×Y ′Y

to Y .

We thus analyze this ideal sheaf. By a change of coordinates, we may
rewrite Y ′×X Y

′ as B2d
X , such that the diagonal of Y ′ over X is the inclusion

Bd
X ↪ B2d

X corresponding to setting the first d coordinates to zero. In these

coordinates, we write Z → B2d
X for the étale map Y ×X Y → Y ′ ×X Y ′ and

Z0 → Bd
X for its restriction to the diagonal of Y ′ over X obtained by setting

the first d coordinates to zero, i.e. for Y ×Y ′ Y → Y ′. We are thus interested
in the ideal sheaf of Z0 in Z. By spreading out of the étale site [22, Lemma
15.6, Lemma 12.17] we find that, for n ≫ 0, Z ∣pnBd

X×XBd
X

is isomorphic to

pnBd
X ×X Z0 over pnBd

X ×X Bd
X . Covering Z0 by strongly sheafy affinoids

Spa(R,R+), the corresponding opens pnBd
X ×X Spa(R,R+) are of the form

Spa(R⟨t1, . . . , td⟩,R
+⟨t1, . . . , td⟩) and the ideal sheaf is IZ = (t1, . . . , td). It

follows that on this affinoid IZ/I
2
Z is free of rank d with basis the classes of

t1, . . . , td, and that concludes the proof of the local freeness and computation
of the rank. Using these local charts, the claim about the base change is
also immediate.

□

Proposition 3.5.6. (cf. [7, Lemma IV.4.14]). If f ∶ Y → X is a smooth
map of strongly sheafy adic spaces and s ∶ X → Y is a section, then there is
a cover of X by open subsets U such that s∣U factors through a neighborhood
of Y ∣U isomorphic to Bd

U (as adic spaces over U).

Proof. The proof from [7, Lemma IV.4.14] applies with no change. □

Corollary 3.5.7. If f ∶ Y → X is a smooth map of strongly sheafy adic
spaces and s ∶ X → Y is a section then, for any n ≥ 0, the nth infinitesimal
neighborhood s(n) of s(X) in Y is a locally free nilpotent thickening of X/X,
and there is a natural isomorphism s(1) =X[s

∗ΩY /X].

Proof. For the first part, note that over any U as in Proposition 3.5.6, we can
translate so that s is the zero section. Then, over U , s(n) is the thickening

associated to OU [t1, . . . , td]/(t1, . . . , td)
n+1 by Proposition 3.4.3.
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For the second part, to see that there is a natural isomorphism s(1) =

X[s∗ΩY /X], it suffices to construct a natural map s∗ΩY /X → Is(X)/I
2
s(X)

and then verify it is an isomorphism in these local coordinates. Now, for
∆ ∶ Y → Y ×X Y the diagonal, we have

s∗ΩY /X = s
∗∆∗I∆ = (∆ ○ s)

∗
I∆

On the other hand, we can also write

∆ ○ s = ((s ○ f) × Id) ○ s.

The restriction of ((s ○ f) × Id)∗OY ×XY → OY to ((s ○ f) × Id)∗I∆ factors
through Is(X). Thus we obtain a natural map

s∗ΩY /X = (((s ○ f) × Id) ○ s)
∗
I∆ → s∗Is(X) = Is(X)/I

2
s(X).

Using the local coordinates as above for the zero section in Bd
U , it is elemen-

tary to check that this is an isomorphism. □

3.6. Tangent bundles and restriction of scalars. We now discuss the
relation between tangent bundles and restriction of scalars for smooth mor-
phisms. We first recall the theory for schemes.

First, we recall that for any scheme X and quasi-coherent sheaf F/X, we
can form V(F) ∶= SpecX Sym●F , a scheme over X representing

(T /X)↦ HomOT
(FT ,OT ).

This construction is naturally a contravariant functor from quasi-coherent
sheafs over X to schemes over X.

Now, suppose Y /X is a morphism of schemes, and I is a locally free of
finite rank sheaf ofOX -modules onX. Then, we may consider the restriction
of scalars RX[I]/X(Y [IY ]/X[I]). This is the functor on schemes over X
sending T /X to

HomX[I](T ×X X[I], Y [IY ]) = HomX[I](T ×X X[I], Y ×X X[I])

= HomX(T ×X X[I], Y ).

Pull-back along the closed immersionX ↪X[I] equipsRX[I]/X(Y [IY ]/X[I])
with a structure map to Y . The following shows it is represented by a natural
scheme over Y .

Proposition 3.6.1. If f ∶ Y → X is a morphism of schemes, there is a
natural identification of functors on schemes over Y

RX[I]/X(Y [IY ]/X[I]) = V(ΩY /X ⊗OY
I
∗
Y ).

Proof. To give a map from T ×X X[I]/X to Y /X inducing a fixed map
g ∶ T → Y is the same as to give a map of f−1OX -algebras augmented to OY

OY → g∗OT ⊕ (g∗IT ).
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This is equivalent to an f−1OX -linear derivation OY → g∗IT , or equivalently
an element of

HomOY
(ΩY /X , g∗IT ) = HomOT

(g∗ΩY /X ,IT )

= HomOT
(g∗ΩY , g

∗
IY )

= HomOT
(g∗(ΩY ⊗OY

I
∗
Y ),OT )

= HomY (T /Y,V(ΩY /X ⊗OY
I
∗
Y )).

□

We now want to imitate this with strongly sheafy adic spaces. In this
case, the functor V is defined only for F locally free (in which case the sheaf
of sections of V(F) is F∗). This is not an issue, since for strongly sheafy
adic spaces we have anyway only defined ΩY /X for Y /X smooth.

Another issue that does arise, however, is that even in the smooth case
where we have defined ΩY /X , we have not actually established any univer-
sality property for the natural derivation OY → ΩY /X . In fact, the notion of
a universal continuous derivation is a bit subtle and may be best understood
in a more general context. We avoid this by modifying the structure of the
proof to work around the necessity of establishing such a property.

Proposition 3.6.2. If Y /X is a smooth morphism of strongly sheafy adic
spaces and I is a locally free of finite rank OX-module, then there is a natural
identification of functors on strongly sheafy adic spaces over Y

RX[I]/X(Y [IY ]/X[I]) = V(ΩY /X ⊗OY
I
∗
Y ).

Proof. To give a map from T ×X X[I]/X to Y /X inducing a fixed map
g ∶ T → Y is the same as to give an extension of the section s = g × Id ∶ T →
Y ×X T to a section

s̃ ∶ T [IT ]/T → Y ×X T /T.

Such a map must factor through the first infinitesimal neighborhood s(1) of
s in Y ×X T . Thus, by Corollary 3.5.7, to give s̃ is the same as to give a
map of locally free square-zero thickenings

T [IT ]/T → T [s∗ΩY ×XT /T ]/T = T [g
∗ΩY /X]/T.

But by Proposition 3.4.3, this is the same as to give a map of OT -modules
g∗ΩY /X → IT . This yields the desired equality

Hom(g∗ΩY /X ,IT ) = Hom(g
∗
(ΩY /X ⊗OY

I
∗
Y ),OT )

= HomY (T /Y,V(ΩY /X ⊗OY
I
∗
Y ))

□

Example 3.6.3. When I = OX ⋅ ϵ in Proposition 3.6.1 or Proposition 3.6.2,
writing TY /X ∶= V(ΩY /X) for the (geometric) tangent bundle of Y over X,
we find

RX[ϵ]/X](Y [ϵ]/X[ϵ]) = TY /X .
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4. Inscription

In this section we introduce the notion of inscription and the construction
of tangent bundles for inscribed objects. The general setup starts with a
pair (C,B), where C is a category and B is a functor from C to schemes
or strongly sheafy adic spaces. In this setup, we define a new category Blf

whose objects are pairs consisting of an object of C and a locally free thick-
ening of the associated scheme or strongly sheafy adic space. An inscribed
fibered category will then be a fibered category over Blf that transforms cer-
tain simple coproducts into products. These objects have natural tangent
bundles, which are again inscribed fibered categories, and for an inscribed
presheaf the tangent bundle has moreover a natural module structure. After
developing the basic language, in Section 4.7 we explain a simple theory of
inscribed groups and their actions, and in Section 4.8 we explain a moduli of
sections construction of inscribed presheaves that will play a key role in the
remainder of the work. In section Section 4.9 we discuss how these results
extend to a more general notion where the test objects form only a natural
subcategory of Blf .

The key example for us is when C is a category of affinoid perfectoid spaces
and the functor B is the Fargues-Fontaine curve. However, we will also find
ourselves using variants where B is another natural functor arising in p-adic
Hodge theory, such as the canonical deformation of a perfectoid space in
characteristic zero. Since the basic properties are completely independent
of any constructions in p-adic Hodge theory, we hope it will be clearer to de-
velop them without mentioning the specific situation. The specific inscribed
contexts we are interested in will be described in detail in Section 5, along
with the results specific to those setups.

4.1. Inscribed fibered categories. We adopt the terminology of [26, Tag
0011] in our discussion of fibered categories.

Let C be a category, let Spaces be either the category of schemes or
strongly sheafy adic spaces and let B ∶ C → Spaces be a covariant functor.

Definition 4.1.1. We writeBlf for the fibered category over C whose objects
are pairs (o,B/B(o)) such that o ∈ C and B/B(o) is a locally free nilpotent
thickening of B(o)/B(o) (see Definition 3.4.1). The morphisms

HomBlf ((o,B/B(o)), (o′,B′/B(o′)))

are given by the set of pairs consisting of a morphism o→ o′ and a morphism
B → B′ covering the induced map B(o) → B(o′). In what follows, we will
write an object of Blf simply as B or B/B(o) when it will cause no confusion.

Example 4.1.2. If C = {∗} and B(∗) = Speck (resp. Spa(k, k+)) for k a
field (resp. non-archimedean field), then Blf is equivalent to the opposite
category of nilpotent artininian local k-algebras with residue field k.

Note that, given an object B0/B(o) ∈ B
lf , and locally free nilpotent thick-

enings Bi/B0 of B0/B0, i = 1,2, the push-out B1 ⊔B0 B2 is naturally a locally

https://stacks.math.columbia.edu/tag/0011
https://stacks.math.columbia.edu/tag/0011
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free nilpotent thickening of B(o)/B(o) thus gives an object of Blf . At the
level of augmented OB(o) algebras as in Proposition 3.4.3, this push-out
corresponds to the fiber product OB1 ×OB0 OB2 .

Definition 4.1.3 (Inscribed fibered categories). A fibered category S over
Blf is inscribed if, for any B0 ∈ B

lf and any pair of locally free nilpotent
thickenings Bi/B0, i = 1,2, the functor

(4.1.3.1) S(B1 ⊔B0 B2)→ S(B1) ×S(B0) S(B2)

induced by pullback along Bi ↪ B1 ⊔B0 B2 is an equivalence (note that this
does not depend on the choice of pullbacks for S).

Example 4.1.4. We can view a presheaf S on Blf as a discrete fibered
category, i.e. a category fibered in sets over Blf . Then S is inscribed if and
only for any Bi/B0 as above, Eq. (4.1.3.1) is a bijection of sets.

Definition 4.1.5 (Underlying fibered category and trivial inscription).

(1) Pullback along C → Blf , o ↦ B(o)/B(o) is a functor from the (2,1)-
category of fibered categories over B to the (2,1)-category of fibered
categories over C, which we write as S ↦ S0. We refer to S0 as the
underlying fibered category of S; if S is inscribed, we refer to S as
an inscription on S0.

(2) Pullback along Blf → C, B/B(o)↦ B(o), is a functor from the (2,1)-
category of fibered categories over C to the (2,1)-category of fibered
categories over Blf , which we write as S ↦ Striv. We refer to Striv

as the trivial inscription on S.

The name trivial inscription is justified by the immediate

Lemma 4.1.6. For S a fibered category over C, Striv is inscribed.

The composition of C → Blf → C is the identity functor. We thus obtain
a natural isomorphism of functors from fibred categories on C to fibered
categories on C, (◻triv)0 = Id. We also have a natural transformations Id →
(◻0)

triv → Id of functors from fibered categories on Blf to fibered categories
on Blf via the natural maps S(B/B(o)) → S(B(o)/B(o)) → S(B/B(o))
induced by pullbacks along B/B(o)→ B(o)/B(o)→ B/B(o)).

The induced functors

Hom(Striv,S)→ Hom(S,S0) and Hom(S0, S)→ Hom(S, Striv
)

are equivalences, i.e. trivial inscription and the underlying fibered category
are ambidextrously adjoint. In particular, since (◻triv)0 = Id, we find ◻triv

is fully faithful. Because of this, we will often drop the superscript triv and
simply treat fibred categories over C as trivially inscribed fibered categories
over Blf when it will cause no serious confusion.

We also have the following useful permanence property under limits:

Lemma 4.1.7. Inscribed fibered categories are preserved under 2-limits.
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Proof. For Si, j ∈ J a diagram of inscribed fibered categories and Bi/B0
locally free thickenings of B0 as in Definition 4.1.3 we have

(limSj)(B1 ⊔B0 B2) = lim(Sj(B1 ⊔B0 B2))

= lim(Sj(B1) ×Sj(B0) Sj(B2))

= (limSj)(B1) ×(limSj)(B0) (limSj)(B2).

□

4.2. B-modules.

Definition 4.2.1. Let B be the presheaf of rings on Blf defined by

B(B) =H0
(B,OB).

Proposition 4.2.2. B is an inscribed presheaf.

Proof. To see that B is inscribed, it suffices to note that

B(B/B(o)) = HomB(o)(B,A1
B(o))

so that it follows from the universal property of the coproduct. □

Remark 4.2.3. In Section 4.8 we will see that much more general moduli
of sections constructions also give rise to inscribed presheaves.

A B-module over an inscribed presheaf S is a morphism of presheaves
V → S equipped with a zero section V ∶ S → V, a commutative group law
V ×S V → V, and an action map B × V → V satisfying the usual properties.
A B-module V over S is inscribed if it is inscribed as a presheaf on Blf .

4.3. Tangent bundles. There is a natural functor Blf → Blf of fibered
categories over C sending B to B[ϵ]. For S an inscribed fibered category, we
write TS for the pullback of S along this functor.

Lemma 4.3.1. For S an inscribed fibered category, TS is an inscribed fibered
category.

Proof. Using the inscribed property of S, we compute

(TS)(B1 ⊔B0 B2) = S((B1 ⊔B0 B2)[ϵ])

≅ S(B1[ϵ] ⊔B0[ϵ] B2[ϵ])

≅ S(B1[ϵ]) ×S(B0[ϵ]) S(B2[ϵ])

≅ TS(B1) ×TS(B0) TS(B2).

□

The canonical map B → B[ϵ] induces a morphism TS → S. When S is an
inscribed presheaf, so is TS , and we claim this morphism can be upgraded
with the natural structure of a B-module over S. Indeed, we will show
it obtains a 0-section 0TS ∶ S → TS by pullback along the structure maps
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B[ϵ] → B, an action aTS ∶ B × V → V via the natural identification B(B) =
EndB(B[ϵ]), and an abelian group structure +TS ∶ TS ×S TS by

S(B[ϵ]) ×S(B) S(B[ϵ])→ S(B[ϵ] ⊔B B[ϵ])→ S(B[ϵ])

where the first map is obtained by inverting the bijection coming from the
inscribed property and the second map is pullback along the composition of
B[ϵ] ⊔B B[ϵ] = B[ϵ1, ϵ2] and the map ϵ↦ ϵ1 + ϵ2.

Proposition 4.3.2. The assignment

S ↦ (TS/S,0TS ,+TS , aTS)

is a functor from the (1-)category of inscribed presheaves to the (1-)category
of inscribed presheaves equipped with an inscribed B-module.

We will prove the proposition using the following structure: we write
B∗Vect for the category of pairs (B,I) consisting of a B in Blf and a locally
free of finite rank OB-module I. There is a functor F ∶ (B∗Vect) → Blf

given by (B,I) ↦ B[I]. For S an inscribed fibered category, we can thus
consider F ∗S. Then, for example, TS is the pullback (OB ⋅ ϵ × Id)

∗F ∗S,

and 0TS is obtained from B ↦ (OB ⋅ ϵ
0
Ð→ 0). The structures defining the

group and B-module structure also only depend on the restriction to the full
fibered subcategory O⊕

B
whose objects are pairs (B,V) where V is a finite

free module over OB. We identify this with the category B⊕ whose objects
are pairs (B,M), where M is a finite free module over B(B).

The result will then follow from the following more general statement:
Let A be a category, and let A be a presheaf of rings on A, and let A⊕,
the fibered category of whose objects are pairs (A,M) for A ∈ A and M a
finite free A(A)-module. Note that the fiber of A⊕ over A is the opposite
category of finite free A(A)-modules, so the restriction of any presheaf F
to this fiber can be viewed as a covariant functor FA from finite free A(A)-
modules to sets. We say a presheaf F on A⊕ is product-preserving if each of
its restrictions FA preserve products over the final object, i.e. if the natural
map FA(M1×M2)→ FA(M1)×FA(0)FA(M2) is a bijection for any M1, M2.
Given a product preserving F , we write Fi for the presheaf on A sending A
to Fi(A(A)i). Then, there are natural maps

F1 → F0,0F ∶ F0 → F1,mF ∶ F1 ×F0 F1, and aF ∶ A ×F1 → F1

defined on the fiber over A as follows, writing A(A) =∶ R,
(1) We define the structure map F1(A) = FA(R) → FA(0) = F0(A) by

applying FA to the final map R → 0.
(2) We define 0F ,A ∶ F0(A) = FA(0) → FA(R) = F1(A) by applying FA

to the initial map 0→ R.
(3) We define mF ,A by composing the inverse of the bijection

FA(R
2
)
FA([1 0])×FA([0 1])
ÐÐÐÐÐÐÐÐÐÐÐÐÐÐ→ F(R) ×F(0) F(R) = (F1 ×F0 F1)(A)
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with

FA(R
2
)
FA([1 1])
ÐÐÐÐÐÐÐ→ FA(R) = F1(A).

(4) We define the action under aF ,A of r ∈ A(A) = R on F1(A) = FA(R)
to be given by FA([r]), where [r] is the 1 × 1 matrix viewed as the
homomorphism from R to R given by left multiplication by r.

Lemma 4.3.3. The assignment F ↦ (F1/F0,0F ,mF , aF) is an equivalence
of categories between product preserving presheaves on A⊕ and the category
of pairs consisting of a presheaf F0 on A and an A-module F1/F0.

Proof. That the data defines an A-module follows by arguing, for each A ∈ A,
fiberwise over F0(A) using the usual result in the deformation theory of
functors (see, e.g. [26, Tag 06I6]). In fact, one can just rewrite the arguments
in this setting: for example, the commutativity of the group law follows from
the following commutative diagram

FA(R) ×FA(R) FA(R) ×FA(R)

FA(R
2) FA(R

2)

FA(R)

(s1,s2)↦(s2,s1)

(FA([1 0]),FA([0 1]))

FA([
0 1
1 0
])

FA([1 1])

(FA([1 0]),FA([0 1]))

FA([1 1])

and similar diagrams establish the other R-module properties.
An inverse functor can be constructed by sending F1/F0 to the presheaf

F sending (A,M) to the set of pairs (s,m) where s ∈ F0(A) and m ∈
M⊗A(A)(F1(A)×F0(A)s); we omit the verification that this is an inverse. □

Proof of Proposition 4.3.2. The functor in Proposition 4.3.2 is given by first
pulling back along B⊕ → B∗Vect → Blf and then applying the functor of
Lemma 4.3.3. That the pullback to B⊕ is product preserving follows from
the inscribed property. This shows we obtain a functor from inscribed
presheaves to inscribed presheaves equipped with a B-module, as claimed.
That this B-module is also inscribed follows from Lemma 4.3.1. □

Remark 4.3.4. For a general inscribed fibered category S, it would thus
be natural to try to replace the consideration of the tangent bundle with its
group structure that we used for inscribed v-sheaves with the consideration
of the pullback of S to B⊕. We do not consider this further here.

Remark 4.3.5. If S is an inscribed presheaf, then (TS)0/S0 is a B0-module.
To define it, it suffices to know just the restriction of S to the category of
finite free square-zero thickenings, and Lemma 4.3.3 shows that knowledge
of this restriction is in fact equivalent to knowledge of (TS)0/S0.

https://stacks.math.columbia.edu/tag/06I6
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4.4. Topologies. Let τ be a Grothendieck topology on C. Then, since Blf

is fibered over C, there is a natural τ -topology also on Blf : a family of
morphisms with fixed target is a cover if and only if its image in C is a
cover.

Definition 4.4.1. An inscribed τ -prestack/stack/sheaf6 is an inscribed fibered
category that is also a τ -prestack/stack/sheaf on Blf . When the topology is
implicit, we will often drop τ from the notation.

The following lemmas are immediate from the definitions. We will use
them implicitly with no further comment.

Lemma 4.4.2. If S is an inscribed τ−prestack/stack/sheaf, then S0 is a
prestack/stack/sheaf on Cτ , and if S is a prestack/stack/sheaf on Cτ , then
Striv is an inscribed τ -prestack/stack/sheaf.

Lemma 4.4.3. If S is an inscribed prestack/stack/sheaf, then TS is an
inscribed prestack/stack/sheaf.

4.5. Inscribed abelian sheaves and B-modules. We fix a Grothendieck
topology τ on C. For S an inscribed sheaf, we view an abelian sheaf on S as
a morphism of sheaves on Blf V → S with a zero section 0V ∶ S → V and an
addition law V ×S V satisfying the usual compatibilities. We say an abelian
sheaf V on S is inscribed if V is inscribed as a presheaf on Blf .

Proposition 4.5.1. For S an inscribed sheaf, the category of inscribed
abelian sheaves on S is a full abelian subcategory of the category of abelian
sheaves on S.

Proof. The zero object S/S is inscribed, and Lemma 4.1.7 implies that finite
products of inscribed abelian sehaves are inscribed and that kernels of maps
of inscribed abelian sheaves are inscribed. It remains to see that cokernels
are inscribed. Because kernels are inscribed, it suffices to see that quotients
are also inscribed.

We will use the following notation: for F a presheaf on Blf and B/B(o) ∈
Blf , we write FB for the presheaf on C/o sending o′ → o to F(B×B(o)B(o

′)).
Let V ⊆ W be inscribed abelian sheaves over S. Suppose given closed

immersions B0 ↪ Bi, i = 1,2 lying over o ∈ C, such that B = B1 ⊔B0 B2. We
then have

(W/V)B =WB/VB

=WB1 ×WB0
WB2/VB1 ×VB0 VB2

=WB1/VB1 ×WB0/VB0
WB2/VB2

= (W/V)B1 ×(W/V)B0
(W/V)B2 .

6A fibered category is a prestack if morphisms between objects are sheaves, and a
prestack is a stack if objects also satisfy descent. A presheaf, viewed as a fibered category
with discrete fibers, is automatically a prestack, and is a stack if and only if it is a sheaf.
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Only the third equality requires some justification: The natural map

(WB1 ×WB0
WB2)→WB1/VB1 ×WB0/VB0

WB2/VB2

has kernel VB1 ×VB0 VB2 , so it remains to show it is surjective. But, for (a, b)

in the image, if we choose on some cover preimages ã and b̃, then the images
of ã and b̃ in WB0 differ by an element of VB0 . Since VB1 → VB0 is surjective
already as a map of presheaves (it admits a section), we may modify the lift

ã so that ã and b̃ have the same image in WB0 , so that (ã, b̃) is a section of
WB1 ×WB0

WB2 mapping to (a, b). □

Corollary 4.5.2. For S an inscribed sheaf, the category of inscribed sheaves
of B-modules on S is a full abelian subcategory of the category of sheaves of
B-modules on S.

4.6. Relative tangent bundles and normal bundles. If f ∶ Z → S
is a morphism of inscribed presheaves, we obtain by Proposition 4.3.2 a
morphism of B-modules on Z, df ∶ TZ → f∗TS .

Definition 4.6.1. If f ∶ Z → S is a morphism of inscribed presheaves, we
let TZ/S ∶= kerdf . If f ∶ Z → S is a morphism of incsribed sheaves, we let
NZ/S ∶= cokerdf .

In the setting of Definition 4.6.1, it follows from Corollary 4.5.2 that TZ/S
and NZ/S are inscribed B-modules over Z.

Example 4.6.2. If S is a presheaf on C and Z/Striv, then TStriv = 0 so
TZ/Striv = TZ . In particular, for any inscribed presheaf S, TS = TS/Blf =

TS/Striv0
, where in the middle Blf is treated as the trivial presheaf on Blf .

4.7. Inscribed groups. For S an inscribed presheaf, an inscribed group
over S is a map of inscribed presheaves G/S equipped with an identity
section e ∶ S → G and a multiplication law G ×S G → G satisfying the usual
compatibilities (the multiplication is allowed here to be non-abelian).

Example 4.7.1. Inscribed B-modules are, in particular, inscribed groups.

Lemma 4.7.2. For S an inscribed sheaf and G/S an inscribed group, TG/S/S
admits a canonical inscribed group structure. The structure map TG/S → G
is a surjective homomorphism. It is canonically split by the zero section
G → TG/S , and on the kernel LieG = e∗TG/S , the two natural group structures
over S agree (one as a subgroup of TG/S , and the other by pull-back of the
B-module structure on TG/S along e ∶ S → G). In particular, TG/S = G ⋉LieG
for the natural B-linear conjugation action on LieG.

Proof. For any B ∈ Blf , G(B[ϵ])/S(B[ϵ]) is a group over S(B[ϵ]), and
TG/S(B[ϵ]) is the pullback of this to a group over S(B) along 0TS ∶ S(B) →
S(B[ϵ]). This shows TG/S admits a canonical inscribed group structure, and
it is evident that the structure map to G/S is a surjective group homomor-
phism split by the zero section.
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To see the two group structures on LieG agree, we first note that the
subgroup structure can be written as dme ∶ LieG ×S LieG → LieG, where
m ∶ G ×S G → G is the multiplication map. This is a B-linear map; in
particular we can conlude the two group structures agree because

dme((a, b)) = dme((a,0) + (0, b)) = dme((a,0)) + dme((0, b)) = a + b.

□

Suppose f ∶ Z → S is a map of inscribed presheaves, and G/S is an
inscribed presheaf. A (right) action of G on Z is a map a ∶ Z ×S G →
Z satisfying the usual axioms. We note that a (right) action of G on Z
induces a (right) action of TG/S on TZ/S . We write dae for the induced
map f∗ LieG → TZ/S obtained by pulling back da along IdZ × e. Concretely,
given a tangent vector t ∶ B[ϵ] → G restricting to e ∶ B → G and a z ∶ B → G,
dae(t) = z̃ ⋅ t, where z̃ is the constant extension of z to a B[ϵ]-point of Z.

Proposition 4.7.3. We fix a topology τ , and let a ∶ Z×S G → Z be a faithful
right action of an inscribed group sheaf G over an inscribed sheaf S on an
inscribed sheaf Z over S. Then the quotient Z/G is an inscribed sheaf over
S and T(Z/G)/S = TZ/S/TG/S . In particular, writing π ∶ Z → Z/G for the
quotient map, there is a canonical G-equivariant identification

π∗T(Z/G)/S = coker(dae).

Proof. Arguing as in the proof of Proposition 4.5.1,

ZB1⊔B0B2
/GB1⊔B0B2

= ZB1 ×ZB0
ZB2/GB1 ×GB0

GB2 = ZB1/GB1 ×ZB0/GB0
ZB2/GB2

we conclude that Z/G is inscribed. The rest is immediate. □

4.8. Moduli of sections.

Definition 4.8.1.

(1) We write SmB for the category whose objects are pairs (B, Z/B)
where Z/B is a smooth morphisms of schemes/strongly sheaf adic
spaces

(2) For S an inscribed presheaf, a smooth space over B on S is a map
of fibered categories Z ∶ S → SmB.

(3) For S an inscribed presheaf and Z a smooth space over B on S, we
define B∗hZ to be the presheaf sending B ∈ Blf to the set of isomor-
phism classes of pairs (s, f) where s ∈ S(B) and f ∈ HomB(B/B,Z(s)/B).

Proposition 4.8.2. For S an inscribed presheaf and Z a smooth space over
B on S, B∗hZ is an inscribed presheaf over S, and there is a canonical
identification of B-modules TB∗hZ/S

= B∗hTZ/B
where TZ/B is the smooth

space over B on S sending s ∈ S(B) to the geometric tangent bundle TZ(s)/B
of Example 3.6.3.
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Proof. To see that it is inscribed, fix a B0 → S and locally free nilpotent
thickenings B1,B2 of B0. Then, for B ∶= B1 ⊔B0 B2, we want to show

hZ(B)→ hZ(B1) ×hZ(B0)
hZ(B2)

is a bijection. Since S is inscribed it suffices to work over an element of
s ∈ S(B) corresponding to (s1, s2) ∈ S(B1) × S(B2) lying over a common s0
in S(B0), and we need to show

hZ(B)s = hZ(B1)s1 ×hZ(B0)s0
hZ(B2)s2 .

The elements of hZ(B)s are given by

HomB(B, Z(s)) = HomSch/B(B1 ⊔B0 B2, Z(s)).

By the definition of a coproduct, this is equal to

HomB(B1, Z(s)) ×HomB(B0,Z(s)) HomB(B2, Z(s)).

But, since Z(s) ×B Bi = Z(si), this is an element of

HomB1(B1, Z(s1)) ×HomB0(B0,Z(s0))
HomB2(B2, Z(s2))

which is equal, as desired, to

hZ(B1)s1 ×hZ(B0)s0
hZ(B2)s2 .

Finally, the identity TB∗hZ/S
= B∗hTZ/B

follows from Example 3.6.3. □

Remark 4.8.3. When Spaces is the category of schemes, we can define
more generally a scheme over B on S and Proposition 4.8.2 holds in this
generality; however, we will not need this generality in what follows. When
Spaces is the category of strongly sheafy adic spaces, we must restrict to
smooth morphisms for two technical reasons: first, we only know we have
fiber products for smooth morphisms (we used this fact implicitly in the
claim that SmB is a fibered category), and more seriously, in this case we
have only defined tangent bundles for smooth morphisms.

4.9. Restricted categories of thickenings. As explained in the introduc-
tion, some of our main results will only apply after passing to a restricted
category of locally free thickenings of Fargues-Fontaine curves where we im-
pose a natural slope condition. We briefly discuss a general framework for
this kind of restriction.

Suppose B● ⊆ Blf is a full fibered subcategory such that

(1) For any o ∈ C, B(o)/B(o) ∈ B●.
(2) For any B/B(o) ∈ B●, and any finite free B(B)-module M , the finite

locally free square-zero thickening B[M]/B(o) of B/B(o) is also an
object of B●.

In this context, we can define a B●-inscribed presheaves/fibered cate-
gories/sheaves/prestacks/stacks by replacing Blf everywhere above with B●

and only requiring Eq. (4.1.3.1) for those push-outs that are contained in
B●. The basic definitions, structures, and results, in the previous sections
for Blf -inscribed objects then make sense also for B●-inscribed objects.
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We will typically apply this only to B●-inscribed objects that are obtained
by restricting a Blf -inscribed object, but for which there is some natural
property that only holds only over ●-thickenings. We note that, in this
case, the tangent bundle of the restricted B● inscribed v-sheaf is simply the
restriction of the tangent bundle of the Blf inscribed v-sheaf.

Example 4.9.1. Let Bϵ ⊆ Blf denote the full subcategory whose objects
are those finite locally free thickenings isomorphic to B(o)[M]/B(o) for
M a finite locally free B(B(o)/B(o)) = O(B(o))-module. Then, as in
Remark 4.3.5, the category of Bϵ-inscribed presheaves is equivalent, via
S ↦ (S0, (TS)0), to the category of presheaves on C equipped with a presheaf
of B-modules.

5. Inscribed contexts

In this section we describe the pairs (C,B) consisting of a category C and
a functor B from C to schemes or strongly sheafy adic spaces to which we
will apply the formalism of Section 4 in the remainder of this work. After re-
calling some constructions of adic spaces and schemes attached to perfectoid
spaces in Section 5.1 and Section 5.2, in Section 5.3 we define these pairs
and state their basic properties (see Proposition 5.3.1). In Section 5.4 we
revisit the moduli of sections construction of Section 4.8 in these contexts.
In particular, we verify that it gives rise to inscribed v-sheaves in the cases
of our main interest. We note that the algebraic moduli of sections con-
struction, which applies only to affine schemes, is relatively straightforward,
and suffices for most of our main results. The analytic moduli of sections
construction gives a common generalization and inscribed upgrade of the
diamonds associated to smooth rigid analytic spaces and Fargues-Scholze
moduli of sections in a way that incorporates tangent bundles.

5.1. Perfectoid spaces, untilts, and canonical thickenings. Let Perf
be the category of perfectoid spaces in characteristic p and AffPerf ⊆ Perf
for the subcategory of affinoid perfectoid spaces. We equip the categories
AffPerf ⊆ Perf with the v-topology of [22, Definition 8.1]. We note that, to
define a v-stack on Perf, it suffices to give its values on AffPerf.

Recall that SpdQp is the v-sheaf on Perf sending P to the set of iso-

mophism classes of untilts P ♯/SpaQp. Given such an untilt P ♯/SpaQp,

there is a canonical infinitesimal thickening for each i ≥ 0, P ♯
(i). When

P ♯ = Spa(A,A+) is affinoid perfectoid,

P ♯(i) ∶= Spa(A(i),A
+
(i))

where the Huber pair (A(i),A
+
(i)) is defined as follows. First, we write B+dR

and Ainf for the usual Fontaine functors, θ ∶ B+dR(A) ↠ A for the usual

Fontaine map, whose kernel is a Cartier divisor, and FiljB+dR(A) = (Kerθ)j .
Then

A(i) ∶= B+dR(A)/Fil
i+1B+dR(A) and A

+
(i) = θ

−1
(A+)
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and A(i) is equipped with the f -adic topology such that a ring of definition

is given by the image of Ainf(A
+,♭). Note that (A(i),A

+
(i)), by construction,

lies over (Qp,Zp).

Lemma 5.1.1. The Huber pair (A(i),A
+
(i)) is strongly sheafy.

Proof. For any n ≥ 0, we write P(i),n = Spa(A(i)⟨t1, . . . , tn⟩,A
+
(i)⟨t1, . . . , tn⟩).

Note that because these are nilpotent thickenings, for any (i), P(i),n has
the same underlying topological space and valuations as P(0),n and rational
opens are naturally identified.

We must show that the structure presheaf is a sheaf for each P(i),n. We
argue by induction on i. When i = 0, this holds since perfectoid spaces are
strongly sheafy. If we fix a generator ξ for ker θ, then for any i ≥ 1 we obtain
an exact sequence of presheaves

0→ OP(i−1),n

⋅ξ
Ð→ OP(i),n → OP(0),n → 0.

By the inductive hypothesis, OP(i−1),n is a sheaf and OP(0),n is a sheaf. It
thus follows that OP(i),n is a sheaf. □

Outside of the affinoid case, we obtain P ♯
(i) by glueing.

Remark 5.1.2. The canonical thickenings P ♯
(i), i ≥ 1, do not fall under the

umbrella of Section 3.4 because one cannot choose a structure morphism
P ♯
(i)
→ P ♯. For example, for P = Spa(Cp), the associated augmentation is

B+dR(Cp)/Fil
2B+dR(Cp)

θ
Ð→ Cp

which does not admit a continuous algebra section (e.g., because Qp is dense
in both the target and the source).

In the affinoid case, for 0 ≤ i < ∞, we write P ♯ −alg
(i)

∶= SpecO(P ♯
(i)), i.e.

SpecB+dR(A)/Fil
i+1B+dR(A) when P

♯ = Spa(A,A+). The category of vector

bundles on P ♯
(i) is equal to the category of vector bundles on P ♯ −alg

(i)
as both

are equivalent to projective modules over O(P ♯
(i)) (see Section 3.3).

We also write P ♯ −alg
(∞)

∶= Spec limiO(P
♯
(i)), i.e. P

♯ −alg
(∞)

= SpecB+dR(A) when
P ♯ = Spa(A,A+).

Remark 5.1.3. In general, we could also view the system (P ♯
(i)
)i as a formal

adic space, but we will not need this perspective here.

Definition 5.1.4.

(1) For 0 ≤ i < ∞, we write ◻♯
(i) for the functor from AffPerf/SpdQp to

strongly sheafy adic spaces

P /SpdQp ↦ P ♯(i).

We also write ◻♯ = ◻♯
(0).



42 SEAN HOWE

(2) For 0 ≤ i ≤ ∞, we write ◻♯ −alg
(i)

for the functor from AffPerf/SpdQp

to schemes

P /SpdQp ↦ P ♯ −alg
(i)

.

We also write ◻♯ −alg = ◻♯ −alg
(0)

.

(3) We write ◻♯ −alg
(∞)
/◻♯ −alg for the functor from AffPerf/SpdQp to schemes

P /SpdQp ↦ P ♯ −alg
(∞)

/P ♯ −alg.

As noted above, for any 0 ≤ i <∞, there is a natural equivalence of fibered
categories on Perf/SpdQp

(5.1.4.1) (◻♯
−alg
(i)
)
∗Vect = (◻♯

(i))
∗Vect.

Lemma 5.1.5.

(1) For any any 0 ≤ i ≤∞, (◻♯ −alg
(i)
)∗Vect is a v-stack.

(2) For 0 ≤ i <∞, (◻♯
(i)
)∗Vect is a v-stack.

(3) (◻♯ −alg
(∞)
/◻♯ −alg)∗Vect is a v-prestack.

Proof. Part (1) is [25, Corollary 17.1.9], and part (2) then follows from ??.

For (3), note that P ♯ −alg
(∞)

/P ♯ −alg is affine: indeed, for P ♯ = Spa(A,A+), it is

SpecBdR(A), where as usual BdR(A) is obtained from B+dR(A) by inverting
any generator of ker θ. To that end, we note that BdR is a v-sheaf: This
holds, e.g., since if we restrict this to Perf/P for any P /SpdQp with P ♯ =
Spa(A,A+) and fix a generator ξ for ker θ on B+dR(A), then the restriction

to Perf/P is ⋃ 1
ξi
B+dR, so it is a v-sheaf since B+dR is (that B+dR is a v-sheaf is

part of the case i = (∞) of (1)). This implies part (3): note that the presheaf
of homomorphisms between any BdR-modules M1 and M2 is the presheaf of
sections of M∗

1 ⊗M2. The latter is a projective module so that its sheaf of
sections is a summand of Bn

dR for some n. □

5.2. Fargues-Fontaine curves. For a E/Qp a finite extension with residue
field Fq and P = Spa(R,R+) ∈ AffPerf/SpdFq, as in [7, II.1.15] we write

YE,P = Spa(WE(R
+
),WE(R

+
))/V ([ϖ]p)

where ϖ is any pseudouniformizer in R+. It admits a q-power Frobenius σ,
and the Fargues-Fontaine curve is

XE,P ∶= YE,P /σ
Z.

As in [7, §II.2.3], there is an ample line bundle O(1) on XE,P , and defining

Xalg
E,P ∶= Proj⊕i≥0H

0(XE ,O(i)), there is a natural map of ringed spaces

XE,P →Xalg
E,P such that pullback induces an equivalence

(5.2.0.1) Vect(Xalg
E,P ) = Vect(XE,P ).

that furthermore identifies cohomology groups on both sides.
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Note that there is a map SpdE → SpdFq. For P /SpdE, Fontaine’s map θ
induces functorial closed immersions over E for 0 ≤ i <∞

P ♯(i) ↪ YE,P , P
♯
(i) ↪XE,P , and P

♯ −alg
(i)

↪Xalg
E,P .

It also induces a functorial map

P ♯ −alg
(i)

→Xalg
E,P

which is the algebraization of the formal neighborhod of P ♯ −alg in Xalg
E,P .

Definition 5.2.1.

(1) We writeXE,◻ for the functor from AffPerf/SpdFq to strongly sheafy
adic spaces

P /SpdFq ↦XE,P .

(2) We write Xalg
E,◻ for the functor from AffPerf/SpdFq to schemes

P /SpdFq ↦Xalg
E,P .

(3) We write Xalg
E,◻/◻

♯ −alg for the functor from AffPerf/SpdE to schemes

P /SpdE ↦XE,P /P
♯ −alg.

Lemma 5.2.2.

(1) (XE,◻)
∗Vect and (Xalg

E,◻)
∗Vect are both v-stacks. They are equivalent

by pullback along the natural transformation of functors to ringed

spaces XE,◻ →Xalg
E,◻.

(2) (XE,◻ ◻
♯ −alg)∗Vect is a v-prestack.

Proof. For (1), the equivalence follows from the GAGA equivalence Eq. (5.2.0.1),
so it suffices to establish the stack property only in the analytic case. To
that end, we first note that, for any open U ⊆ YE,P , U

∗Vect is a v-stack on
AffPerf/P by [25, Proof of Proposition 19.5.3]. In particular, since the cate-
gory of vector bundles on XE is equivalent to the category of φ-equivariant
bundles on YE , it follows that X

∗
E,◻Vect is a v-stack.

For (2), we note that Xalg
E,P /P

♯ is affine. For P ♯ = Spa(A,A+), its global

sections are usually written as Be(A). As in the proof of Lemma 5.1.5, it
suffices to verify these global section sare a v-sheaf. This follows, e.g., by
writing its restriction to any P /SpdE as the colimit of the global sections
presheaves of O(n) on XE,P , which is a v-sheaf by part (1). □

5.3. The pairs (C,B) that we will use.

Proposition 5.3.1. Consider the pairs (AffPerf/S,B) for (S,B) as follows:

(1) S = SpdQp and B = ◻♯
(i) or ◻

♯ −alg
(i)

for any 0 ≤ i <∞

(2) S = SpdQp and B = ◻♯ −alg
(∞)

(3) S = SpdQp and B = ◻♯ −alg/◻♯ −alg
(∞)
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(4) For E/Qp a finite extension with residue field Fq, S = SpdFq and

B =XE,◻ or Xalg
E,◻.

(5) For E/Qp a finite extension with residue field Fq, S = SpdE and

B =Xalg
E,◻/◻

♯ −alg.

In all cases the presheaf B on Blf of Definition 4.2.1 is an inscribed v-sheaf.
In (1) and (4), there is a canonical equivalence between the categories Blf

for the analytic and algebraic versions, identifying the v-sheaf B.

Proof. That B is inscribed is Proposition 4.2.2 and that it is a v-sheaf follows
from Lemma 5.1.5 in cases (1)-(3) and Lemma 5.2.2 in cases (4) and (5). In
light of Proposition 3.4.3, the equivalence between the algebraic and analytic
categories of thickenings follows in (1) from Eq. (5.1.4.1) and in (4) from
Eq. (5.2.0.1) (or the corresponding part of Lemma 5.2.2-(1)). □

5.4. Moduli of sections. We consider now a pair (AffPerf/S,B) as in
Proposition 5.3.1. For S an inscribed sheaf, and Z a smooth scheme or
strongly sheaf adic space over B on S as in Section 4.8, we write Z◇lf for the
presheaf B∗hZ over S of Proposition 5.3.1, i.e.

Z◇lf (s ∈ S(B)) = HomB(B, Z(s)).

Theorem 5.4.1. Let (C,B) be one of the algebraic pairs of Proposition 5.3.1,
let S be an inscribed v-sheaf on Blf , let Z be a smooth affine scheme over B
on S. Then Z◇lf is an inscribed v-sheaf, and there is a natural identification
of inscribed sheaves of B-modules over Z◇lf

TZ◇lf /S = (TZ/B)
◇lf .

Proof. In Proposition 5.3.1 we showed Z◇lf was an inscribed presheaf, and
the made the identification of tangent bundles. Thus it remains only to
verify that Z◇lf is a v-sheaf.

It suffices, for each s ∶ B0/B(P /S) → S and Z0 ∶= Z(s), to verify that the
presheaf on AffPerf/P

Q/P ↦ HomB0,B(Q/S)(B0,B(Q/S), Z0,B(Q/S)) = HomB0(B0,B(Q/S), Z0)

is a v-sheaf. In the cases (1)-(3) and (5) where everything in sight is affine,
writing B0 = SpecC and Z0 = SpecD, this is

Q/P ↦ HomB(P /S)(D,B(Q/S)⊗B(P /S) C).

This is a v-sheaf since Q/P ↦ B(Q/S)⊗B(P /S)C is a v-sheaf by Lemma 5.1.5
in cases (1)-(3) and Lemma 5.2.2 in case (5) (it is the v-sheaf of sections of
OB0 viewed as an object of Vect(B(P /S))). In case (4), we may fix an untilt
P ♯/SpdQp, then deduce the result from that in cases (2)-(4) by writing

Z◇lf = (Z ∣
Xalg

E,◻/◻
♯ −alg)

◇lf ×(Z∣
◻
♯−alg
(∞)

/◻♯−alg
)◇lf (Z ∣◻♯ −alg

(∞)

)
◇lf .

□
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Theorem 5.4.2. Let (C,B) be on of the analytic pairs of Proposition 5.3.1,
and let Z be a smooth adic space over B on S. Then Z◇lf is an inscribed
v-stack, and there is a natural identification of B-modules over Z◇lf

TZ◇lf /S = (TZ/B)
◇lf .

Proof. In Proposition 5.3.1 we showed Z◇lf was an inscribed presheaf, and
the made the identification of tangent bundles. Thus it remains only to
verify that Z◇lf is a v-sheaf.

It thus remains only to verify that Z◇lf is a v-sheaf. For this it suffices,
for each s ∶ B0/B(P /S) → S and Z0 ∶= Z(s), to verify that the presheaf on
AffPerf/P

Q/P ↦ HomB0,B(Q/S)(B0,B(Q/S), Z0,B(Q/S)) = HomB0(B0,B(Q/S), Z0)

is a v-sheaf. We claim this formula defines a v-sheaf on AffPerf/P for any
analytic adic space Z0 over E.

We first treat case (1), so that B = ◻♯
(i), 0 ≤ i < ∞. For a Z0 affinoid, it

follows as in the proof of Theorem 5.4.1 or [22, Lemma 15.1-(ii)], using that
B is in fact a sheaf of topological rings. For any rational open U ⊆ Z0, the
functor represented by U is an open sub-functor. Thus, as in [22, §15], we
may glue along these open subfunctors to obtain the result for general Z0.

We now treat case (4), so that B = XE,◻. We observe that it suffices
to prove the analogous statement over YE,◻, since the property for XE,◻

then follows by viewing morphisms from XE,Q ×XE,P
B0 as φ-equivariant

morphisms from YE,Q ×XE,P
B0. We will deduce this statement from the

i = 0 part of case (1), established above.
To that end, let E∞ be the completion of the Zp-subextension of the

cyclotomic extension E(µp∞) — E∞ is a perfectoid field. We write Γ = Zp

for the Galois group, and γ ∈ Γ for a topological generator. We first consider
the presheaf

Q/P ↦ Hom(B0,YE,Q
×SpaE SpaEcyc, Z0).

It follows from case (1) that this is a v-sheaf — we can apply case (1)
here because Q/P ↦ YE,Q ×SpaE SpaE∞ is a product preserving functor to
perfectoid spaces that sends v-covers to v-covers. We then conclude by
observing that the v-sheaf we are interested in is obtained by taking the
Γ-invariant sections in this v-sheaf. Indeed, we can check this when Z0 is
affinoid, in which case it reduces to the statement that

O(B0,YE,Q
) = O(B0,YE,Q

×SpaE SpaEcyc
)
Γ.

This follows by reducing to the corresponding statement where Y is replaced
by the affinoid YI for I ⊆ (0,∞) a compact interval, which follows because

O(B0,YE,I,Q
×SpaE SpaE∞) = O(B0,YE,I,Q

⊗̂EE∞)

and, by [27, Proposition 7], there is a direct sum decomposition E∞ = E⊕V
such that γ − 1 acts invertibly on V . □
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The following example shows that Theorem 5.4.2 encodes both the tan-
gent bundles of smooth rigid analytic varieties over nonarchimedean fields
and the Tangent Bundles arising in the Fargues-Scholze Jacobian criterion.

Example 5.4.3.

(1) We work over the pair (SpdQp,◻
♯). Suppose L/Qp is a non-archimedean

extension and Y /L is a smooth rigid analytic variety. Then,

Y ×SpaL B

is a smooth adic space over B on (SpdL)triv, and

((Y ×SpaL B)
◇lf )0 = Y

◇ and (T(Y ×SpaLB)lf )0 = (TY /SpaL)
◇

(2) We work over the pair (SpdFq,XE,◻). Suppose P /SpdFq and Z is a
smooth adic space over XE,P . Then

Z ×XE,P
B

is a smooth adic space over B on P triv, and

(Z ×XE,P
B)

lf
0 =MZ and (T(Z×XE,P

B)lf )0 = TMZ

whereMZ is the Fargues-Scholze moduli of sections as in [7, IV.4],
MZ(Q/P ) = HomXE,P

(XE,Q, Z), and TMZ
is its Tangent Bundle as

implicit in [7, IV.4] (cf. [14]), sending f ∈ HomXE,P
(XE,Q, Z) to

H0
(XE,Q, f

∗TZ/XE,P
).

Remark 5.4.4. The setups of Theorem 5.4.1 and Theorem 5.4.2 also allow
for more general constructions: for example, the absolute Banach-Colmez
spaces of [7, II.2.2] are sections of smooth adic spaces over XE,◻ on SpdFq,
and in the rigid analytic case the formalism allows us to consider ineffective
descents of rigid analytic varieties, such as the Breuil-Kisin-Fargues twist
A1
Qp
{1}, as smooth adic spaces over ◻♯ on SpdQp.

Remark 5.4.5. The analytic moduli of sections construction over ◻♯
(i) for

i ≥ 0 will not be used in the present work, but it plays an important role in
our discussion of tangent bundles and Tangent Bundles for p-adic manifold
bundles over smooth rigid analytic varieties in [10].

5.5. Change of context. We now describe how to move between different
inscribed contexts, focusing on the inscribed contexts in Proposition 5.3.1.

We first note that, for a pair (S/AffPerf,B), if we have a map of v-
sheaves on AffPerf, S′ → S, then the categories of inscribed v-sheaves over
Blf equipped with a structure morphism to (S′)triv is naturally equivalent
to the category of inscribed v-sheaves over B∣lfS′ , compatibly with tangent
bundles, etc., and Proposition 5.3.1 still holds if we replace the S in any
pair with such an S′. We will use this implicitly below.
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Now, for E/Qp a finite extension with residue field Fq, we have the natural
map SpdE → SpdFq, and above it, the natural maps

◻♯
(i) →XE,◻ for 0 ≤ i <∞,

◻♯
−alg
(i)

→Xalg
E,◻ for 0 ≤ i ≤∞

Xalg
E,◻/◻

♯ −alg →Xalg
E,◻.

Over SpdE we also have the natural map

◻♯
−alg
(∞)
/◻♯

−alg
→X♯ −algE,◻ / ◻

♯ −alg .

Thus, for example, we may pullback an inscribed v-sheaf S/(SpdE)triv for
the context (SpdE,◻♯) to an inscribed v-sheaf on the inscribed context
(SpdFq,XE) lying over (SpdE)triv by

S(X /XE,P , P → SpdE) ∶= S(X ×XE,P
P ♯).

This construction allows us, e.g., to treat both rigid analytic varieties and
Fargues-Scholze moduli of sections as in Example 5.4.3 in a common world.
The price one pays is the loss of information about the B-module structure on
the tangent bundle — for example, if Z/E is a rigid analytic variety and we
pullback (Z/E)◇lf by this construction, then its tangent bundle with respect
to the inscribed context (SpdFq,XE) will only remember the E◇lf -module
structure rather than the full O-module structure.

5.6. The slope condition lf+. In the context of Proposition 5.3.1-(4), we
will also consider inscribed v-sheaves, etc., on a restricted category of thick-

enings X lf+

E,◻ or equivalently Xalg−lf+

E,◻ (see Section 4.9). This is the category

that was used for the statements of our main results in Section 2 (see Sec-
tion 2.1); we recall its definition now and observe some basic properties. We

will work just with X lf+

E,◻ — the algebraic version version identical, and is
equivalent via the GAGA equivalence of Proposition 5.3.1.

Definition 5.6.1. X lf+

E,◻ is the full subcategory of X lf
E,◻ whose objects are

those X /XE,P of XE,P /XE,P such that, for I ∶ kerOX → OXP
, In/In+1

is a finite locally free OXE,P
-module with non-negative Harder slopes after

restriction to XE,Spa(C,C+) for any geometric point Spa(C,C+)→ P .

We now verify that this subcategory satisfies the two conditions enumer-
ated in Section 4.9. First, evidently XE,P /XE,P ∈ X

lf+

E,◻ for any P ∈ Perf.

Now, suppose given X /XE,P ∈ X
lf+

E,◻, and a finite free O(X )-module M .

Then, for I the ideal sheaf ofXE,P ↪ X , the ideal sheaf IM ofXE,P ↪ X [M]
is naturally identified with

I ⊕ (M ⊗OX (X ) I) ≅ I ⊕ (I)
⊕ rankM

In particular, we find

I
n
M = (I ⊕ (M ⊗OX (X ) I))

n
= I

n
⊕ (M ⊗OX (X ) I

n−1
),
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and thus

I
n
M/I

n+1
M = I

n
/I

n+1
⊕ (M ⊗OX (X ) (I

n−1
/I

n
)).

The slope condition on IM thus follows from the slope condition on I.

6. Inscribed vector bundles and G-bundles

We consider one of the following inscribed contexts (AffPerf/S,B)

(1) For L a p-adic field and 0 ≤ i ≤∞, (AffPerf/SpdL,◻♯ −alg
(i)
).

(2) For L/Qp a finite extension with residue field Fq, (AffPerf/SpdFq,X
alg
E,◻).

In the first part of this section we will show that, for G/L a linear al-
gebraic group, the moduli of G-bundles on B is an inscribed v-stack. The
result in the case i =∞ of (1) will be used in the construction and study of
the inscribed B+dR-affine Grassmannian. The result in the case (2) will give
us an inscription on the moduli stack BunG of [6]; we emphasize that this is
not the trivial inscription. The statements are given precisely in Section 6.1.
The inscribed property is relatively straightforward and the prestack prop-
erty can be deduced from the non-inscribed version, but in order to obtain
descent we have to redo some of the descent arguments of [25] in our setting.

In the remainder of the section we develop some complements that will be
used in the coming sections: In Section 6.3, we briefly discuss the inscribed
Banach-Colmez spaces associated to a vector bundle, and in Section 6.4 we
discuss the Newton strata on the inscribed classifying stack.

6.1. Vector bundles and the classifying stack. We write B for the
functor from Blf to schemes over SpecL sending B/B(P /S) to B, so that
B∗Vect is the inscribed fibered category over Blf whose objects are pairs
(B,V) where B ∈ Blf and V is a locally free of finite rank OB-module.

Theorem 6.1.1. B∗Vect is an inscribed v-stack.

Proof. That B∗Vect is inscribed follows from [8, Theoreme 2.2-(iv)]. We
thus must verify it is a v-stack. To see that it is a prestack, observe that
if we fix E1, E2 in the same fiber, then Hom(E1,E2) is the global sections
functor of E∗1 ⊗ E2. By pushing forward to a locally free sheaf of finite rank
on B, it follow from Lemma 5.1.5/Lemma 5.2.2 that this is a v-sheaf.

It remains to establish descent. We do not know how to deduce this
directly from the descent for B∗Vect, since it is not clear that the descent
as a locally free OB-module with OB action is locally free as an OB-module.
However, the proofs of descent in the non-inscribed settings can be adapted
to the inscribed setting; we carry this out in the next subsection: in case
(1), the result it Lemma 6.2.2, and in case (2), it follows from Lemma 6.2.4
combined with the trivial analytic descent of vector bundles from YE to XE

and the GAGA equivalence between vector bundles on XE and Xalg
E . □

Under our assumptions, the functor B and thus also B factors canonically
through schemes over SpecL. Thus, for G/L a linear algebraic group, it
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makes sense to consider also the pull back B∗BG of the classifying stack
for G. Concretely, B∗BG is the fibered category over Blf whose objects are
pairs (B ∈ Blf ,G/B) where G is a G-torsor on B. It will be convenient at
various times to use the Tannakian, étale, and geometric perspectives on
G-torsors, and we move freely between these.

Theorem 6.1.2. Suppose G/L is a linear algebraic group. Then B∗BG is
an inscribed v-stack.

Proof. That B∗BG is a v-stack is immediate from the Tannakian perspective
and Theorem 6.1.1. To see that it is inscribed, for B = B1 ⊔B0 B2, we may
view each of G(OB●), ● = 0,1,2, as an étale sheaf of sections on B0,ét, so
that BG(B●) classifies G(OB●)-torsors on B0,ét. But, as in the proof of
Theorem 5.4.1, these associated sheaves of sections on B0,ét satisfy

G(OB) = G(OB1) ×G(OB0) G(OB2).

To give an étale torsor for this group is equivalent to giving étale torsors for
G(OB1) and G(OB2) and an isomorphism of their push-outs to G(OB0) —
the inverse functor is given by the fiber product of sheaves. □

Remark 6.1.3. Except in the i = ∞ case of (1), both of the above results
hold also for the analytic version Ban of B since there is a GAGA equivalence
for the stack of vector bundles B∗Vect ≅ (Ban)∗Vect.

6.2. Descent lemmas. We now prove the descent lemmas that were used
in the proof of Theorem 6.1.1. We use the techniques of [25].

Lemma 6.2.1. Let P ∈ Perf be perfectoid with a map P → SpdQp, and let

B/P ♯ be a locally free nilpotent thickening of P ♯. Then, the fibered category
on Perf/P sending Q/P to the category of locally free of finite rank OB

Q♯
-

modules is a v-stack.

Proof. When B = P ♯, this is [25, Lemma 17.1.8]. We will bootstrap from
this case.

SupposeQ/P and E is a locally free of finite rankOB
Q♯
. Then, the presheaf

on AffPerf/Q,

Q′/Q↦H0
(BQ′ ♯ ,E ∣Q′ ♯)

is a v-sheaf: indeed, it is the v-sheaf of sections of the locally free of finite
rank OQ♯-module π∗E ∣Q♯ for π ∶ BQ♯ → Q♯, so this follows from [25, Lemma
17.1.8]. In particular, we find that for any two such E1 and E2, the presheaf

Q′/Q↦ Hom(E1∣BQ′ ♯ ,E2∣BQ′ ♯ )

is a v-sheaf on Perf/Q since it is the sheaf of sections of E∗1 ⊗OB
Q′ ♯
E2.

It remains to show that all descent data is effective. We may assume
Q = P . Note that we can use [25, Lemma 17.1.8] to carry out the descent
as a locally free OP ♯ module with OB

Q♯
-action, but it is not clear that the

result is locally free as an OB
Q♯
-module. However, for P a geometric point,
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we can deduce the case of a general B from [23, Lemma 17.1.8] (see below),
and in general we will build from the case of a geometric by point adapting
the proof of [25, Lemma 17.1.8].

Let P ♯ = Spa(R,R+) and consider a cover Q → P with Q♯ = Spa(S,S+).
By replacing Q with an open cover, it suffices to descend the trivial module
M = Sn ⊗R O(B). If we write O(B) = A, a finite projective R-module, then
our descent data is an element g ∈ GLn((S⊗̂RS)⊗R A) satisfying a cocycle
condition (note the second tensor product does not need to be completed
since A is a finite projective R-module). We want to show that, locally on
P ♯, we can modify g by a coboundary to obtain the identity matrix.

We first treat the case that P ♯ = Spa(K,K+) is a perfectoid field. In that
case, if we write I for the kernel of A→K and

Gi ∶= kerGLn((S⊗̂KS)⊗K A)→ GLn((S⊗̂KS)⊗K A/Ij)

then G0/G1 = GLn(S⊗̂KS) and for i ≥ 1, Gi/Gi+1 =Mn((S⊗̂KS)⊗K I
i/Ii+1)

For G0/G1 descent then applies by [25, Lemma 17.1.8] and we can thus mod-
ify our descent data g by a cocycle to lie in G1. Then, the Cech cohomology
group involving G1/G2 vanishes by [25, Theorem 17.1.3] since it is the Cech
cohomology on an affinoid cover of the free O-module Onm, m = dimK A.
Thus we may modify the descent data g by a cocycle to lie in G2. We repeat
this argument until we reach an i large enough that Ii = 0 so that Gi = {e}.

Now, in the general case, fixing x ∈ P ♯, we may replace P ♯ with a rational
neighborhood U of x such that I, the kernel of A → R, is free. We fix a
basis i1, . . . , im for I and set I0 = R

+i1+ . . .+R
+im ⊆ I, a free R+ sub-module

of I. Then, for a sufficiently large, A0 = R
+ + paI0 is an open sub-algebra

of R (here we use that (pai1)(p
ai2) = p

2ai1i2 to see it is a sub-algebra) that
is free as an R+-module. Replacing ij with paij and I0 with paI0, we have
A0 = R

++I0. Since the descent data is trivial at x, we may choose an element
t(x) ∈ GLn(S ⊗K A) such that g(x) = (Pr∗1t(x))

−1(Pr∗2t(x)). Replacing U
with a potentially smaller rational neighborhood, we may spread out t(x)
to a section t over U . Then, replacing g with (Pr∗1 t)g(Pr

∗
2 t)
−1 so that

g(x) is the identity matrix, we may pass to a potentially smaller rational
neighborhood U to assume that g lies in GLn((S

+⊗̂R+S
+)⊗R+A0) and even

that g ≅ 1 mod ϖ for a pseudo-uniformizer ϖ. Then, g mod ϖ2 lies in

1 +Mn((S
+
⊗̂R+S

+
)⊗R+ (ϖA0/ϖ

2A0)) ≅ (R
+
/ω)mn.

By the almost vanishing of the cohomology of the plus-structure sheaf on
affinoid perfectoids in [25, Theorem 17.1.3], for any small ϵ we may modify
g by a coboundary so that g ≡ 1 mod ϖ2−ϵ. Iterating, we may modify so

that g ≡ 1 mod ϖ2k−ϵ for any k (allowing ϵ to grow but never past 1). The
product of the elements we are conjugating by converges, so that we find
that g is itself a coboundary and the descent data is trivial over U .

By carrying this out in a neighborhood of any point x we obtain an
analytic cover where the descent data is effective, and then we conclude by
glueing in the analytic topology. □
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As in [25, Corollary 17.1.9], we can also extend over the canonical infini-
tesimal thickenings. We break this up into two statements; the first giving
a geometric statement valid over all finite thickenings P(i), and the second

giving a purely algebraic statement valid also over P alg
(∞)

.

Lemma 6.2.2. Let P /SpdQp be a perfectoid space, and for i ≥ 0 let B/P ♯
(i) be

a locally free nilpotent thickening. The fibered category over Perf/P sending
any Q/P to the category Vect(BQ♯

(i)
) of locally free of finite rank OB♯Q(i)

-

modules (for BQ♯
(i)
= B ×P ♯

(i)
Q♯
(i)) is a v-stack.

Moreover, if Q ∈ AffPerf/P , Vect(BQ♯
(i)
) is equivalent to the category of

finite projective O(BQ♯
(i)
)-modules and for any E ∈ Vect(BQ♯

(i)
), Hj

v(Q,E) = 0

for all j > 0.

Proof. In general, the equivalence on affinoids with finite projectives is [16,
Theorem 8.2.22].

For the remainder of the statement, we argue by induction on i. For
i = 0, the v-stack property is Lemma 6.2.1, and the vanishing property for
higher cohomology on affinoid perfectoids follows from [23, Theorem 17.1.3]
since any finite projective module is a direct summand of a finite rank free
module.

Now let i > 0. We first show that, for any Q ∈ Perf/P and E ∈ E ∈
Vect(BQ♯

(i)
), E defines a v-sheaf on Perf/Q whose higher cohomology vanishes

on affinoids. To that end, for any j ≤ i, we write E(j) = E ⊗OBQ♯
(j)

. Then we

have an exact sequence

0→ E(i−1) → E(i) → E(1) → 0

This induces maps of presheaves of sections on Perf/Q forming a short exact
sequence after restriction to AffPerf/Q. Since E(1) and E(i−1) both define
sheaves on Perf/Q and the higher Cech cohomology of the sheaf defined
by E(i−1) vanishes on any cover in AffPerf/Q, we deduce that E(i) defines a
sheaf on AffPerf/Q, and then by taking the long exact sequence also that its
higher cohomology is zero on AffPerf/Q. Since E(n) already defined a sheaf
in the analytic topology of any object in Perf/Q, we conclude it defines a
sheaf on Perf/Q.

Now, it follows immediately as in the proof of Lemma 6.2.1 that hom-sets
are v-sheaves, so it remains only to establish descent. For 0 ≤ j ≤ i, writing
Gj for the kernel of

GLn(OB
P ♯
(i)

)→ GLn(OB
P ♯
(j)

),

we have G/G0 = GLn(OB
P ♯
) and Gj/Gj+1 = 1 +Mn(OB

P ♯
(0)

{j + 1}) for j < i

and 0 for j ≥ i. Since each of these subquotients has vanishing H1 on affinoid
perfectoids (the first by the i = 0 case of descent), so does GLn(OB

P ♯
(i)

), and
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it follows that descent is effective on AffPerf/P . Since analytic descent holds
already, we obtain the desired descent result. □

Lemma 6.2.3. Let P ∈ AffPerf and, for 0 ≤ i ≤ ∞, let B be a finite lo-
cally free nilpotent thickening of SpecO(P(i)). Then, the fibered category
over AffPerf/P sending Q/P to the set of projective O(B)⊗O(P(i))O(Q(i))-

modules is a v-stack. Moreover, for any finite projective O(B)-module M ,
the associated sheaf of sections

Q/P ↦M ⊗O(P(i)) OQ(i)

has vanishing higher cohomology.

Proof. The cases 0 ≤ i < ∞ are rephrasings of Lemma 6.2.2. The case ∞
follows by passing to the limit using that

(1) The category of finite projective O(B)-modules is equivalent to the
category of compatibles systems of finite projective O(B) ⊗O(P(∞))
O(P(i))-modules, and

(2) The inverse system of sheaves (Q/P ↦M⊗O(P(∞)OQ(i)) whose limit

is Q/P ↦M ⊗O(P(∞)) OQ(∞) has no higher derived limit.

□

Lemma 6.2.4. Let E/Qp be a finite extension with residue field Fq, let
P ∈ Perf/SpdFq and let Y = YE,P . Then, for any open U ⊆ Y and any locally
free nilpotent thickening B/U , the fibered category over Perf/P sending any
Q/P to the category of locally free of finite rank OBYE,Q

-modules (for BYE,Q
=

B ×Y YE,Q), is a v-stack.

Proof. As in the proof of Theorem 5.4.2 and following the proof of [25,
Proposition 19.5.3] we can reduce to descent for locally free thickenings of
perfectoid spaces. This holds by the i = 0 case of Lemma 6.2.2. □

6.3. Inscribed Banach-Colmez spaces. In this subsection we work in

the inscribed context (SpdFq,X
alg
E,◻), and write X for the functor (Xalg

E,◻)
lf →

Sch/E, X /Xalg
E,P ↦ X . We write E◇lf for the (Xalg

E,◻)
lf -inscribed v-sheaf B of

Definition 4.2.1,
E◇lf (X ) =H0

(X ,O).

Suppose S is an inscribed v-sheaf and E ∶ S → X ∗Vect. We write EX for
E(X /XP → S) below when it will cause no confusion.

We consider the following two functors on (Xalg
E,◻)

lf/S:

BC(E) ∶ X /S ↦H0
(X ,EX ), and

BC(E[1]) ∶ the sheafification of (X /S ↦H1
(X ,EX ))

which are both naturally E◇lf -modules.

Proposition 6.3.1. Suppose S is an inscribed v-sheaf, and E ∶ S → X ∗Vect.
Then, each of BC(E) and BC(E[1]) is an inscribed v-sheaf.
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Proof. For BC(E), the property of being an inscribed v-sheaf follows from
Theorem 5.4.1 applied to the associated geometric vector bundle. Similarly,
we obtain the result for BC(E[1]) by applying Theorem 5.4.2 by pulling back
to X ×XE,◻

YE,◻ and realizing BC(E[1]) as the cokernel of a map of inscribed
v-sheaves of abelian groups over Y (as in [7, Proposition II.2.1]). □

Proposition 6.3.2. Suppose S is an inscribed v-sheaf and E ∶ S → X ∗Vect
factors through E0 ∶ S → (X

∗Vect)0. If the Harder-Narasimhan slopes of E
at each geometric point Spd(C,C+)→ S are non-negative, then

BC(E[1])∣
(Xalg

E,◻)
lf+ = 0.

Proof. Given a map f ∶ X /XE,P → S, we consider the pullback of BC(E) to
Perf/P . Viewing f∗E as a vector bundle on X , it follows from our assump-
tion that it is isomorphic to

f∗0 E ⊗OXE,P
OX =∶ V.

The pullback to BC(E) to Perf/P can thus be viewed as the v-sheafification
of

(P ′ → P )↦H1
(XE,P ′ ,V ∣XE,P ′

).

By our condition the slopes of f∗0 E and OX , the slopes of V are all nonneg-
ative, thus this v-sheafication is trivial by [6, Proposition II.3.4-(ii)]. □

6.4. Newton strata. We maintain the notation of Section 6.3, and fix G/E

a connected linear algberaic group. For any b ∈ G(Ĕ), we have a canonical
map Eb ∶ SpdFq → X

∗BG. It is induced by pullback along X → XE,◻ from
the usual construction

Eb ∶ SpdFq → BunG =X∗E,◻BG

which sends P /SpdFq to the descent of the trivial G-torsor Etriv on YE,P via

the isomorphism σ∗Etriv = Etriv
b
Ð→ Etriv. The isomorphism class of Eb depends

only on the σ-conjugacy class [b], and we write (X ∗BG)[b] ⊆ X ∗BG×SpdFq

for the image of the graph of b (i.e. E ∶ X → BG × SpdFq factors through

(X ∗BG)[b] if and only if it is v-locally isomorphic to Eb).

Lemma 6.4.1. (X ∗BG)[b] is an inscribed v-stack.

Proof. By Theorem 6.1.2, it remains only to check the inscribed property,
and for this the only question is essential surjectivity in Eq. (4.1.3.1). Thus
suppose E is a G-bundle on X1 ⊔X0 X2 such that E ∣Xi is v-locally isomorphic
to b for each i. Then, passing to a sufficiently large cover, we can assume
each is isomorphic to Eb. Since the automorphisms of Eb∣X1 surject onto those
of Eb∣X0 , we can then glue to get an isomorphism with Eb over X1⊔X0X2. □

Remark 6.4.2. We have ((X ∗BG)[b])0 = Bun
[b]
G , for the right hand side as

defined in [7, Chapter III] and [13, §4]. This is not “by definition”, as the
right-hand side is defined by the condition of being isomorphic to Eb at all
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geometric points. Nonetheless, for G reductive it follows from the results of
[7, Chapter III]. For general G it would follow from the reductive case and
the results claimed in [13, §4], however, Lemma 4.1 in the first arXiv version
of [13] is not correct as stated7; but this equality will still follow from the
corrected result to appear shortly.

Recall that [b] is called basic if, for g ∶= LieG, equipped with the ad-
joint action, the associated isocrystal gb is trivial (equivalently, the slope
morphism for [b] is central in G).

Proposition 6.4.3. Suppose [b] is basic. Then, the restriction of X ∗BG[b]

to X lf+

E,◻ is open in the following strong sense:

(1) The underlying v-stack (X ∗BG)[b] = Bun
[b]
G is an open substack of

BunG, and
(2) X ∗BG is the formal neighborhood of BunbG, that is,

(X
∗BG) = (X ∗BG) ×(X ∗BG)0=(BunG) Bun

[b]
G

Proof. For G reductive the first claim follows from Remark 6.4.2 and the
results of [7], and the general case is deduced from this in [13, Theorem
4.1.2] (note that the proof of Lemma 4.1.1 in [13] is correct in the basic
case).

For the second case, we must show that, for E a G-bundle on X /XE,P ,
if E ∣XE,P

is v-locally isomorphic to Eb then so is E . Writing X(i) for the

thickening corresponding to OX /I
i+1, we can assume this holds for EX(i−1)

and then extend to EX(i) . Passing to a cover, we may assume EX(i) = Eb∣X(i) .
Then, we claim the isomorphism class of such an extension is classified by
an element of H1(XE,P ,g ⊗ I

i/Ii+1) — this follows because the automor-
phism group over X(i+1) of Eb∣X(i) is an extension of the automorphism group

of Eb∣X(i−1) by E(gb) ⊗ (I
i/Ii+1) which, because of the basic hypothesis, is

just g ⊗ (Ii/Ii+1). The v-local vanishing of this class then follows from [6,
Proposition II.3.4-(ii)] (as in Proposition 6.3.2). □

7. The B+dR affine Grassmannian

In this section we define the inscribed B+dR affine Grassmannian associated
to a connected linear algebraic group over a p-adic field and study its basic
properties. In Section 7.1 we give the definition and establish its first prop-
erties, including the computation of its tangent bundle. In Section 7.2 we
define its Schubert cells and compute their tangent bundles. In Section 7.3
we extend the definition of the Bialynicki-Birula map to the inscribed set-
ting, and compute its derivative — this gives Theorem A of the introduction.
Finally in Section 7.4 we study the Schubert cells in G(BdR) and their nat-
ural period maps. The main result of that subsection is Theorem 7.4.2,
which can be viewed as a toy version of the more refined computations for

7For reasons closely related to our need to restrict to lf+ below
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modifications over the Fargues-Fontaine curve of Theorem B/Theorem 9.2.1
and Theorem C/Corollary 9.2.3.

7.0.1. Notation. We fix a p-adic field L. We will work in the inscribed

context (SpdL,◻♯ −alg
(∞)
). We write B+dR for the ◻♯ −alg

(∞)
-inscribed v-sheaf B of

Definition 4.2.1,

B+dR ∶ B/P
♯ −alg
(∞)

↦ O(B).

It is a sheaf of L-algebras by the natural map ◻♯ −alg
(∞)

→ SpecL on SpdL. We

note that the functor (B/P ♯ −alg
(∞)

)↦ B is naturally identified with SpecB+dR.
We write BdR for the inscribed v-sheaf obtained by change of context

Section 5.5 from the inscribed v-sheaf B with respect to ◻♯ −alg
(∞)
/◻♯ −alg,

BdR ∶ B/P
♯ −alg
(∞)

↦ O (B ×
P ♯ −alg
(∞)

(P ♯ −alg
(∞)

/P ♯ −alg)) .

Note that BdR is naturally a B+dR-algebra.

7.1. Definition and first properties. We want to define the B+dR-affine
Grassmannian as a fiber product. Before doing so, we note that the fibered
category (SpecBdR)

∗BG is not covered by Theorem 6.1.2. This is because
we do not know if descent holds. However, we still have:

Lemma 7.1.1. Let G/L be a connected linear algebraic group. Then (SpecBdR)
∗BG

is an inscribed pre-stack.

Proof. For any B/P ♯ −alg
(∞)

and G-torsors G1, G2 on B, the presheaf of homo-

morphisms is the moduli of sections for the smooth affine scheme IsomB(G1,G2).
This is a v-sheaf by Theorem 5.4.1, so Spec(BdR)

∗BG is a pre-stack.
It is inscribed by the same argument as in the proof of Theorem 6.1.2. □

Definition 7.1.2. For L a p-adic field and G/L connected linear algebraic

group, GrG is the prestack on (◻♯ −alg
(∞)
)lf given by the fiber product

GrG (SpecB+dR)
∗BG

SpdL (SpecBdR)
∗BG

Etriv

where the right vertical arrow is restriction of G-bundles, SpdL is equipped
with the trivial inscription (i.e. it is the final object), and Etriv denotes the
trivial G-bundle. In other words, GrG(B) classifies G-bundles on B equipped
with a trivialization after restriction to SpecBdR.

Note that the automorphism group of any object in GrG is trivial, so that
passing to isomorphism classes we can and do view it as a presheaf instead
of as a fibered category.

Proposition 7.1.3. GrG is an inscribed v-sheaf.
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Proof. It follows from Theorem 6.1.2 and Lemma 7.1.1 that it is a v-sheaf,
and it follows from these results combined with Lemma 4.1.7 that it is
inscribed. □

There is a natural action of G(BdR) = Aut(Etriv) on GrG by changing the
trivialization. There is also a canonical point ∗1 ∶ SpdL → GrG given by
Etriv ×Id Etriv, i.e. by the trivial bundle with on SpecB+dR with its canonical
trivialization after restriction to SpecBdR.

Proposition 7.1.4. The action of G(BdR) on GrG is transitive in the étale
topology. In particular, the orbit map for ∗1 induces an identification

GrG = G(BdR)/G(B+dR),

where the quotient can be formed in either the étale or v-topology.

Proof. The first claim follows from the second, so it suffices to show that

any G-torsor on B/P ♯ −alg
(∞)

is trivial after base change to P ′ ♯ −alg
(∞)

for an étale

cover P ′ → P . The proof is then exactly as in [25, Proposition 19.1.2]. □

We will use this transitivity to compute the tangent bundle of GrG. Before
making this computation, we introduce some notation.

Definition 7.1.5. For G/L a connected linear algebraic group and V ∈
RepG(L),

(1) Let V +univ denote the sheaf of B+dR-modules on GrG defined as follows:
to give a B-point of GrG is to give a G-torsor E on B with a trivial-

ization after restriction to B×
P ♯ −alg
(∞)

P ♯ −alg
(∞)

/P ♯ −alg = SpecBdR(B). To

such a point, we associate the projective B+dR(B)-module

E(V ) =H0
(P ♯ −alg
(∞)

,E ×G (V ⊗O)).

(2) Let φuniv ∶ V
+
univ ⊗B+dR BdR

∼
Ð→ V ⊗L BdR send a point as above to the

trivialization E(V )⊗B+
dR
(B) BdR(B)→ V ⊗L BdR(B).

Recall that in Section 4.7 we have defined, for any group action a of an
inscribed group G on an inscribed v-sheaf S its derivative at the identity
element dae ∶ LieG → TS . In the following, we identify Lie(G(BdR)) =

g⊗E BdR, where g = LieG(E).

Corollary 7.1.6. For a ∶ G(BdR) ×SpdL GrG → GrG the action map, the
derivative dae ∶ g ⊗L BdR → TGrG at the identity section e of G(BdR) is a
surjection of inscribed B+dR-modules over GrG with kernel φuniv(g

+
univ). It

induces a canonical identification of inscribed B+dR-modules over GrG

TGrG = (g⊗BdR) /g
+
univ = (g

+
univ ⊗B+dR BdR)/g

+
univ = g

+
univ ⊗B+dR (BdR/B+dR)

where here we use φuniv to identify the BdR-modules over GrG

g⊗BdR = g
+
univ ⊗B+dR BdR.



INSCRIPTION AND p-ADIC PERIODS 57

Proof. From the transitivity of the action of G(BdR) on GrG established in
Proposition 7.1.4, we find dae is surjective. It remains to compute its kernel.

The stabilizer of a point (E , φ ∶ E ∣SpecBdR
≅ Etriv) in G(BdR) is

(7.1.6.1) φ−1 ○Aut(E) ○ φ ⊆ Aut(Etriv) = G(BdR).

Note that Aut(Euniv) ∶ (E , φ) ↦ Aut(E) is the moduli of sections of the
smooth affine scheme over B = SpecB+dR on GrG, (E , φ) ↦ AutB(E). It is
thus an inscribed v-sheaf over GrG by Theorem 5.4.1. Since AutB(E) is
naturally identified with E ×G G where G on the right is equipped with the
adjoint action, it follows from Theorem 5.4.1 that LieAut(Euniv) = g+univ.
Using the identification Lie(G(BdR)) = g ⊗ BdR, Eq. (7.1.6.1) identifies the
tangent space of the stabilizer with φuniv(g

+
univ), giving the result. □

7.2. Schubert cells in the B+dR-affine Grassmannian. Let G/L be a
connected linear algebraic group, and let [µ] be a conjugacy class of cochar-
acters of GL. For µ ∈ [µ], we write L(µ) ⊆ L for the field of definition of

µ. We write L([µ]) ⊆ L for the field of definition of [µ], i.e. the fixed field
of the stabilizer of [µ] in Gal(L/L). For any µ ∈ [µ], we obtain a point
∗µ ∶ SpdL(µ) → GrG whose value on any B is ξµ ⋅ ∗1 where ξ is any genera-

tor of Fil1B+dR(B). This is well defined because, given another generator ξ′,
ξ−µ(ξ′)µ = (ξ′/ξ)µ ∈ G(B+dR).

Because the elements of [µ] are conjugate over L, we find

Lemma 7.2.1. The v-sheaf image of G(B+dR) ⋅∗µ ⊆ GrG×SpdL(µ) in GrG×
SpdL([µ]) is independent of the choice of µ ∈ [µ].

Definition 7.2.2. Let Gr[µ] ⊆ GrG × SpdL([µ]) be the v-sheaf image of
G(B+dR) ⋅ ∗µ ⊆ GrG × SpdL(µ) in GrG × SpdL([µ]) for any choice of µ ∈ [µ].

Proposition 7.2.3. Let G/L be a connected linear algebraic group. The ac-
tion of G(B+dR) on Gr[µ] is transitive in the v-topology and Gr[µ] is inscribed.
Moreover, the derivative

dι[µ] ∶ TGr[µ] → ι∗[µ]TGrG

of the inclusion map

ι[µ] ∶ Gr[µ] ↪ GrG ×SpdL SpdL([µ])

induces, under the identification of Corollary 7.1.6, an isomorphism

TGr[µ] = g⊗B+dR/ (g⊗B+dR ∩ g
+
univ) = (g⊗B+dR + g

+
univ) /g

+
univ

such that the natural quotient map from g ⊗ B+dR is the derivative dae at
the identity section of the action map a ∶ G(B+dR) ×SpdL([µ]) Gr[µ] → Gr[µ].
Moreover, both

g+min ∶= g⊗B+dR ∩ g
+
univ and g+max ∶= g⊗B+dR + g

+
univ

are locally free B+dR-modules over Gr[µ] whose values on any test object B
can be formed as a literal intersection/sum of B+dR(B)-submodules in g ⊗
BdR(B) = g

+
univ(B)⊗B+dR(B) BdR(B).
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Proof. For the first part, we can reduce to the case L = L(µ) for some µ ∈ [µ],
so that

Gr[µ] = G(B+dR) ⋅ ∗µ = G(B
+
dR)/Stab(∗µ).

and the transitivity is clear. It follows from Lemma 4.1.7 that Stab(∗µ)
is inscribed, and then from Proposition 4.7.3 that Gr[µ] is inscribed. The
computation of dι[µ] then follows by comparing with Corollary 7.1.6.

Finally, we verify the claims about g+min and g+max. For g
+
min, its formation

on any test object is clearly as a literal intersection, so it suffices to show it
is locally free. But this follows from the v-stack property of Theorem 6.1.2,
since it is easily seen to be locally free after passage to a v-cover where
g+univ = g ⋅ ∗[µ] for g ∈ G(B+dR). For g+max, the same argument shows it is
locally free, but we must explain why its formation on any test object is a
literal sum (since a priori there is a v-sheafification). This follows from the
exact sequence

0→ g+min → g+univ(B)⊕ g⊗B+dR → g+max → 0

and the v-acyclicity of locally free B+dR-modules given by the second part of
Lemma 6.2.2 (applied to g+min in the long exact sequence of v-cohomology).

□

Remark 7.2.4. Note that, in [25, 13], the Schubert cells in the B+dR-affine
Grassmannian on AffPerf/SpdL are defined to consist of those sections
whose restriction to any geometric point lies in the orbit of ∗µ. With this
definition, it is only clear that (Gr[µ])0 is contained in the Schubert cell of
loc. cit., not that they are equal. However, in the reductive case it fol-
lows from the final displayed equation in [7, Proposition VI.2.4] that they
are equal, and moreover that the action of G(B+dR)0 on (Gr[µ])0 is transi-
tive in the étale topology. Bootstrapping off of this, one can also treat the
non-reductive case; this argument should appear in a revised version of [13].

Note that this is still not enough to show that in the inscribed setting we
could make the definition of the Schubert cell by only considering thicken-
ings over geometric points (although, by a restriction of scalars argument,
once the case of an arbitrary connected linear algebraic group is handled
then it is enough if we restrict from locally free nilpotent thickenings to only
considering L-constant nilpotent thickenings, i.e. those base changed from
L). It is evident from the arguments above that the key property for com-
puting the tangent bundles is that the action be transitive, which is why we
have adopted the definition above rather than the pointwise definition.

Remark 7.2.5. If G is reductive, then as a corollary of Proposition 7.2.3,
we find that TGr[µ] is v-locally isomorphic to

⊕
α
B+dR/Fil

⟨α,[µ]⟩B+dR

where the sum is over any choice of positive roots α for GE .
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7.3. The Bialynicki-Birula map. In the following, we write O for the in-

scribed v-sheaf over SpdL, B/P ♯alg
(∞)
↦ O(B×

P ♯ −alg
(∞)

P ♯ −alg). It is the inscribed

v-sheaf B associated to the pair (P ♯ −alg,SpdL) viewed in our setting by

change of context as in Section 5.5 along P ♯ −alg → P ♯ −alg
(∞)

.

For G/L a connected linear algebraic group and V ∈ RepG(L) we have
the universal B+dR-lattice V

+
univ ⊆ V ⊗L BdR over GrG. This lattice induces a

natural filtration of V ⊗L O by O-modules

FiliV +univ
(V ⊗E O) ∶= (Fil

iB+dR ⋅ V
+
univ ∩ V ⊗E B+dR) / (Fil

iB+dR ⋅ V
+
univ ∩ V ⊗E Fil1B+dR)

⊆ (V ⊗E B+dR) / (V ⊗E Fil1B+dR) = V ⊗E O.

This filtration may not be by locally free modules and even when it is it
may not be an exact functor from RepG(L) to filtered O-modules. After
restricting to a Schubert cell, however, it is. This can be verified after passing
to v-cover, which, by definition of the Schubert cell, can be chosen so that
that the filtration is isomorphic to that defined by ∗µ for some µ ∈ [µ].
Computing directly one finds that this latter is the filtration Filµ−1 over
L(µ), where for any cocharacter τ we define the associated filtration by

Filiτ(V ) =⊕
j≥i

V [j], for V [j] the isotypic subspace where τ(z) acts as zj .

Recall that for any conjugacy class of cocharacters [τ] there is a flag
variety Fl[τ]/L([τ]) parameterizing filtrations on the trivial G-torsor that
are of type [τ], i.e. locally isomorphic to Filτ for τ ∈ [τ].

Theorem 7.3.1. For any conjugacy class of cocharacters [µ] of GL, the
restriction of V ↦ Fil●V +univ

(V ⊗O) to Gr[µ] is a filtration of the trivial G-

torsor of type [µ−1]. The resulting map BB ∶ Gr[µ] → Fl◇lf
[µ−1]

is equivariant

along the natural map G(B+dR) ↠ G(O), and its derivative fits into the
commuting diagram

TGr[µ] g⊗L B+dR/ (g⊗L B+dR ∩ g
+
univ)

g⊗L B+dR/ (g⊗L B+dR ∩ g
+
univ + g⊗L Fil1B+dR)

BB∗T
Fl
◇lf
[µ−1]

(g⊗L O) /Fil
0(g⊗L O)

=

dBB

=

=

where the top horizontal equality is from Proposition 7.2.3 and the bottom
horizontal equality follows from Theorem 5.4.2 and the usual computation
of the tangent bundle of the partial flag variety Fl[µ−1].

Proof. We have explained the existence of BB above. The equivariance
follows from the construction, and then the computation of the derivative is
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an immediate consequence since the tangent bundles of Gr[µ] and TFl◇lf
[µ−1]

are

both expressed in the form given by differentiating the group actions. □

The computation of dBB is closely related to Griffiths transversality.

Corollary 7.3.2. Suppose G/L is a connected linear algebraic group, M/L
is a non-archimedean extension, and S/M is a smooth rigid analytic variety.
If f ∶ (S/M)◇lf → Gr[µ] ×SpdL SpdM is a map of inscribed v-sheaves over
SpdM , then BB○f satisfies Griffiths transversality for the trivial connection
on the trivial G-torsor, i.e. d(BB ○ f) factors through

gr−1 (g⊗L O) = Fil
−1
(g⊗L O) /Fil

0
(g⊗L O) ⊆ (BB ○ f)

∗T
Fl
◇lf
[µ]

Proof. Suppose given f ∶ (S/M)◇lf → Gr[µ]×SpdLSpdM . Then df is a map of

B+dR-modules over (S/M)◇lf , and because T(S/M)◇lf is annihilated by Fil1B+dR
we find that df factors through the part of f∗TGr[µ] annihilated by Fil1B+dR.
Using the description of Proposition 7.2.3, this is given by

(g⊗B+dR ∩ Fil
−1B+dR ⋅ g

+
univ) / (g⊗B+dR ∩ g

+
univ) .

It then follow from Theorem 7.3.1 that d(BB ○ f) factors through

Fil−1 (g⊗O) /Fil0(g⊗O),

i.e. that f ○BB satisfies the Griffiths transversality condition for the trivial
connection on the trivial G-torsor. □

Remark 7.3.3. When M is also a p-adic field, in which case we may as
well assume M = L, it seems reasonable to expect that conversely any map
to (S/L)◇lf → (Fl[µ−1]/L)

◇lf satisfying Griffiths transversality for the trivial
connection on the trivial G-torsor factors uniquely through Gr[µ]. On con-
stant nilpotent thickenings, this can be deduced from [13, Theorem 5.0.3-(4)]
applied to various restrictions of scalars groups that appear.

Morally, the reason one might expect such an equivalence when M = L
is as follows: first, BB induces a bijection Gr[µ](L) = Fl[µ−1](L) (see, e.g.,
[12]). Second, by a consideration of Hodge-Tate weights, (dBB)0 becomes
an isomorphism after push-forward to the étale site of S. One can then
imagine that to lift f to GrG we must first lift a base point and then lift
its derivative and integrate from the lifted base point, but there is now
a unique lift of any classical base point and a unique lift of the derivative.
Both of these uniqueness statements fail over more general fields, and indeed
when the cocharacter is non-minuscule and L is perfectoid one finds positive
dimension rigid analytic varieties contained entirely in a single fiber of BB.

7.4. Schubert cells in G(BdR). Note that we have two natural right ac-
tions of G(BdR) on itself: the action a1 by right multiplication and the
action a2 by left multiplication by the inverse. We also have two natural
maps π1, π2 ∶ G(BdR)→ GrG defined

π1(c) = c ⋅ ∗1 and π2(c) = c
−1
⋅ ∗1
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Definition 7.4.1. Let G/L be a connected linear algebraic group and [µ]
a conjugacy class of cocharacters of GL.

(7.4.1.1) C[µ] ∶= π1 ×GrG Gr[µ] = π2 ×GrG Gr[µ−1].

By Lemma 4.1.7, C[µ] is an inscribed v-sheaf. Note that, if we fix B/SpdL,

a lift to B → SpdL(µ), and a generator ξ of Fil1B+dR(B), then C[µ]∣B is the
two-sided orbit G(B+dR) ⋅ ξ

µ ⋅ G(B+dR). One could adapt this into another
definition of C[µ] similar to the definition of Gr[µ] used above.

Theorem 7.4.2. The actions a1 and a2 restrict to actions of G(B+dR) on
C[µ] such that:

(1) the map π1 is a G(B+dR)-torsor over Gr[µ] for the action a1 and is
equivariant for the action a2, and

(2) the map π2 is a G(B+dR)-torsor over Gr[µ−1] for the action a2 and is
equivariant for the action a1.

The B+dR-module on C[µ]

g+max ∶= g⊗B+dR +Ad(c
−1
)(g⊗B+dR) ≅

Ad(c) Ad(c)(g⊗B+dR) + g⊗B+dR.
is naturally identified with the preimage under π1 or π2 of g+max of Proposi-
tion 7.2.3. In particular, it is locally free of finite rank and can be formed
as literal sum of modules on any test object as in Proposition 7.2.3.

The product action a of G(B+dR)×G(B
+
dR) is transitive, and dae induces an

isomorphism of B+dR-modules over C[µ] fitting into the commutative diagram

g⊗B+dR

g+max

g⊗B+
dR

π∗1TGr[µ]

g⊗BdR g+max TC[µ]

g+max

Ad(c−1)(g⊗B+
dR
)

π∗2TGr
[µ−1]

g⊗B+dR

0t↦t
(da1)e

=

dπ1

=

dπ2

=

t↦−Ad(c−1)(t)
(da2)e

0

Proof. The equivariant torsor structures for π1 and π2 are immediate from
the definitions and Proposition 7.2.3, and so is the transitivity of the product
action a.

The description of g+max in terms of π1 and π2 follows from the definition
of π1 and π2 and Proposition 7.2.3. Indeed, π1 classifies the trivial G-
torsor on SpecB+dR equipped with the trivialization on SpecBdR given by
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left multiplication by c, while π2 classifies the trivial G-torsor on SpecB+dR
equipped with the the trivialization on SpecBdR given by left multiplication
by c−1.

The transitivity of the product action a induces a surjection

dae ∶ g⊗B+dR ⊕ g⊗B+dR↠ TC[µ] .

If we compose with TC[µ] ↪ TG(BdR)
∣C[µ] and identify the latter with g⊗BdR

using right-invariant vector fields, then dae is given by

(t1, t2)↦ t1 −Ad(c
−1
)(t2).

Indeed, we have t−12 ct1 = c(c
−1t−12 c)t1. The image of dae is thus g+max, giving

the claimed isomorphism, and the commutativity of the diagram follows also
from this computation and comparison with Proposition 7.2.3. □

8. Modifications

In this section we discuss modifications of G-torsors in the inscribed set-
ting. In particular, in Section 8.1 we explain the fundamental exact se-
quences of p-adic Hodge theory in the inscribed setting, which play a key
role in the computation of tangent bundles for the moduli of modifications
in the sections to come. After some preliminary discussion of automorphism
groups of G-bundles in Section 8.2, we then construct the inscribed Hecke
correpsondence in Section 8.3. Using the inscribed Hecke correspondence, we
construct the inscribed generalized Newton strata of the B+dR-affine Grass-
mannian and its Schubert cells in Section 8.4.

8.0.1. Notation. Let E/Qp be a finite extension. In this section, we work in
the inscribed context (SpdFq,XE,◻).

We will need to consider the sheaf B not just for (Xalg
E,◻)

lf , but also for

from related inscribed contexts by change of base. To disambiguate, we
begin by fixing some names for these sheaves.

● We write E◇lf for the (Xalg
E,◻)

lf -inscribed v-sheaf B of Definition 4.2.1,

E◇lf (X ) =H0
(X ,O).

● We write Be for the (Xalg
E,◻)

lf -inscribed v-sheaf B over SpdE associ-

ated, by change of base as in Section 5.5, to B on (XE,P /P
♯)lf :

Be(X /X
alg
E,P , P /SpdE) =H

0
(X

Xalg
E,P /P

♯ −alg ,O).

● We write B+dR for the (Xalg
E,◻)

lf -inscribed v-sheaf over SpdE associ-

ated, by change of base as in Section 5.5, to B on (◻♯ −alg
(∞)
)lf :

B+dR(X /X
alg
E,P , P /SpdE) =H

0
(X

P ♯ −alg
(∞)

,O)
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● We write BdR for the (Xalg
E,◻)

lf -inscribed v-sheaf over SpdE associ-

ated, as in Section 5.5, to B on (◻♯ −alg
(∞)
/◻♯ −alg)lf ,

B+dR(X /X
alg
E,P , P /SpdE) =H

0
(X

P ♯ −alg
(∞)

/P ♯ −alg
(∞)

,O).

Note that SpecBe (resp. SpecB+dR, resp. SpecBdR) is canonically iden-
tified with the functor sending (X /XE,P , P /SpdE) to XXE,P

/XP ♯ −alg (resp.
X
P ♯ −alg
(∞)

, resp. X
P ♯ −alg
(∞)

/XP ♯ −alg). We will sometimes write X /∞ for SpecBe.

8.1. Fundamental exact sequences. If S is an inscribed v-sheaf and E ∶
S → X ∗Vect, recall that in Section 6.3 we have defined BC(E) and BC(E[1]).
If S/SpdE, then we also consider, for B = Be,B+dR, or BdR,

E ⊠B ∶ X /S ↦H0
(SpecB(X ),EX ∣SpecB(X )).

This is naturally a B-module, thus, in particular an E◇lf -module. If W is
an isocrystal, we write BC(W ) ∶= BC(E(W )), BC(W [1]) ∶= BC(E(W )[1]),

which lies over SpdFq, and W ⊠B ∶= E(W ) ⊠B, which lies over SpdĔ.
Working over SpdE, if we consider the open immersion j ∶ SpecBe → X

and closed immersion i ∶ X◻♯ −alg ↪ X
alg
E,◻, then for any inscribed v-sheaf

S/SpdE and vector bundle E ∶ S → X ∗Vect, there is a natural associated
exact sequence of sheaves on X over S

(8.1.0.1) 0→ EX → j∗j
∗
E → i∗ ((E ⊠BdR)/(E ⊠B+dR))→ 0

Lemma 8.1.1. Suppose S is an inscribed v-sheaf, and E ∶ S → X ∗Vect.
Then, each of BC(E) and BC(E[1]) is an inscribed v-sheaf. Moreover, if
S/SpdE, then, E⊠B is an inscribed v-sheaf for B = Be,B+dR, or BdR, and the
cohomology long exact sequences for Eq. (8.1.0.1) induce, by v-sheafification,
an exact sequence of E◇lf -modules over S

(8.1.1.1) 0→ BC(E)→ E ⊠Be → E ⊠BdR/E ⊠B+dR → BC(E[1])→ 0.

Proof. We have already seen in Section 6.3 that BC(E) and BC(E[1]) are
inscribed v-sheaves, and that the E ⊠B are inscribed v-sheaves follows, e.g.,
from Theorem 5.4.1 applied to the associated geometric vector bundles (or
just from the property for B itself by writing E locally as a direct summand
of Bn). The exact sequence is then immediate from the definitions and the
vanishing of quasi-coherent cohomology on affines. □

Definition 8.1.2. In the setting of Lemma 8.1.1, we refer to Eq. (8.1.1.1)
as the fundamental exact sequence for E .

8.2. Automorphism groups. Given an inscribed v-sheaf S and E ∶ S →
X ∗BG, we write GE for the smooth affine scheme over X on S of automor-
phisms of E . We write G̃E for its moduli of sections, which is an inscribed
v-sheaf by Theorem 5.4.1. If S/SpdE, then we can also form its moduli of
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sections GE(Be), GE(B+dR), and GE(BdR), which are again inscribed v-stacks
by Theorem 5.4.1. We note also that

(8.2.0.1) G̃E = GE(Be) ×GE(BdR)
GE(B+dR) =∶ GE(Be) ∩ GE(B+dR).

Using the computation of the tangent bundle in Theorem 5.4.1, we find
canonical identifications, compatible with restriction,

(8.2.0.2) Lie G̃E = BC(E(g)) and LieGE(B) = E(g)⊠B for B = Be,B+dR,BdR.

8.3. An inscribed Hecke correspondence.

Lemma 8.3.1. The natural map given by restriction of vector bundles

X
∗Vect→ (SpecBe)

∗Vect ×(SpecBdR)
∗Vect (SpecB+dR)

∗Vect

is an equivalence of (inscribed) fibered categories.

Proof. Immediate from Beauville-Laszlo glueing. □

Proposition 8.3.2. The natural map given by restriction of torsors

X
∗BG→ (SpecBe)

∗BG ×(SpecBdR)
∗BG (SpecB+dR)

∗BG

is an equivalence of (inscribed) fibered categories.

Proof. Follows from Lemma 8.3.1 by the Tannakian formalism. □

Now, suppose given

E0 ∶ S → X
∗BG and a trivialization φ0 ∶ E0∣SpecBdR

∼
Ð→ Etriv.

Then, using Lemma 8.3.1, we obtain an induced map
(8.3.2.1)
m(E0,φ0) ∶ S×SpdEGrG → X

∗BG = (SpecBe)
∗BG×(SpecBdR)

∗BG(SpecB+dR)
∗BG

defined by

(s, (E , φ ∶ E ∣SpecBdR

∼
Ð→ Etriv))↦ (E0∣SpecBe ,E ,E0∣SpecBdR

φ−1○φ0
ÐÐÐÐ→ E ∣SpecBdR

).

We write G0 = GE0 for the automorphism scheme of E0 as in Section 8.2.
Note that restriction G0(Be) ↪ G0(BdR) followed by conjugation by φ0 (an

isomorphism G0(BdR)
∼
Ð→ G(BdR)) induces a map G0(Be)↪ G(BdR).

Lemma 8.3.3. The map p1 ×mE0,φ0 ∶ S × GrG → S × X
∗BG of inscribed

v-stacks over S is a quasi-torsor for the action of G0(Be) ≤ G(BdR).

Proof. Suppose (s, (E , φ)) and (s, (E ′, φ′)) map to the same object. Then
E is isomorphic to E ′, so we may assume E = E ′. It then follows that there
is an automorphism ψ of (E0∣SpecBe) such that

φ−1 ○ φ0 ○ ψ = (φ
′
)
−1
○ φ0.

and thus
φ−1 ○ (φ0 ○ ψ ○ φ

−1
0 ) = (φ

′
)
−1.

Thus φ0 ○ ψ ○ φ
−1
0 gives an element of G0(Be) ⊆ G(BdR) mapping the one

pre-image to the other. Reversing the argument we find that if there is
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g ∈ G(BdR) such that (s, (E , gφ)) and (S, (E , φ)) map to the same object,
then g ∈ G0(Be). □

8.4. Generalized Newton strata on the B+dR-affine Grassmannian.

Let G/E be a connected linear algebraic and let b1 in SpdĔ. We pullback

the bundle Eb1 of Section 6.4 from SpdFq to SpdĔ.

By construction, there is a canonical trivialization φb1 ∶ Eb1 ∣SpecBdR

∼
Ð→

Etriv. By the construction of Section 8.3, we obtain an induced map

m =mb1,φb1
∶ SpdĔ ×SpdE GrG → X

∗BG.

For [b2] ∈ B(G), the set of σ-conjugacy classes in G(Ĕ), we write

Gr
b1→[b2]
G ∶=m ×X ∗BG ((X

∗BG)[b2] → X ∗BG).

If we fix also [µ] a conjugacy class of cocharacters of GL, we write

Gr
b1→[b2]
[µ]

= (Gr[µ] ×SpdE([µ]) SpdĔ([µ])) ×GrG×SpdESpdĔ Gr
b1→[b2]
G .

Example 8.4.1. By Remark 6.4.2 and the results of [7], whenG is reductive,

the (Gr
b1→[b2]
G )0 as [b] varies give a stratification of (GrG ×SpdE SpdĔ)0 by

locally closed subsheaves. For b1 = 1, this is called the Newton stratification.
These stratifications are usually studied after restricting to the Schubert

cells Gr[µ]. In particular, for a conjugacy class [µ], let b1 ∈ B(G, [µ]), the

Kottwitz set . Then (Gr
b1→[1]
[µ]

)0 is the open non-empty admissible locus for

b1 (with respect to [µ]), and the other non-empty terms (Gr
b1→[b2]
[µ]

)0 stratify

the boundary.

Remark 8.4.2. If we fix b ∈ [b], then we obtain a canonical G̃b ∶= G̃Eb-torsor

(mb1,φb1
× IdSpdĔ) ×X ∗BG×SpdĔ (Eb × IdSpdĔ)→ Gr

b0→[b]
G .

parameterizing trivializations of the modified bundle to Eb. This torsor
admits a natural equivariant action of Gb0(Be) ∶= GEb0

(Be) and it follows

from Lemma 8.3.3 that this action realizes the structure map to SpdĔ as a
quasi-torsor. We will see in Theorem 9.1.5 that this is in fact a torsor (i.e.,
it is surjective or equivalently in this case non-empty) and admits a simpler
description that highlights the symmetry between b1 and b2. Using this
description, we will then deduce an explicit computation of the tangent and

normal bundles of Gr
b1→[b2]
G (Corollary 9.1.7) and Gr

b1→[b2]
[µ]

(Corollary 9.2.4).

9. Moduli of modifications

In this section we define our moduli of modifications and establish their
main properties. We first treat the unbounded moduli space in Section 9.1.
Its main structures are described in Theorem 9.1.5, including the key de-
scription as a bitorsor over SpdĔ. In Corollary 9.1.6 we then deduce a
computation of its tangent bundle and the derivatives of its natural period
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maps and a computation of the tangent and normal bundles of the associ-
ated generalized Newton strata Corollary 9.1.7. In Section 9.2 we then cut
out the bounded moduli space inside by taking the preimage of a Schubert
cell under a period map. Combining the results on the unbounded moduli
space of Section 9.1 and the results on the B+dR-affine Grassmannian and
its Schubert cells of Section 7, we obtain in Theorem 9.2.1 (generalizing
Theorem B) a description of the main structures of the bounded moduli
of modifications, in Corollary 9.2.3 (generalizing Theorem C) a description
of its tangent bundle and the derivatives of its period maps, and in Corol-
lary 9.2.4 a description of the tangent and normal bundles of the associated
generalized Newton strata. Finally, in Section 9.3, we describe a very general
two towers isomorphism for inscribed moduli of modifications and explain
how it interacts with our computations of tangent bundles and derivatives.

9.0.1. Notation. We fix a finite extension E/Qp with residue field Fq. In this
section we work in the inscribed context (SpdFq,XE,◻), and use freely the
notation of Section 8. We also use the notation of Section 7, transported into
this inscribed setting by change of context as in Section 5.5. In particular,
we view GrG as an inscribed v-sheaf on X lf

E,◻ over SpdE, i.e. by

GrG(X /X
alg
E,P ) = {(P /SpdE, s ∶ X ∣P ♯ −alg

(∞)

→ GrG)},

and similarly for the Schubert cells Gr[µ], etc.

9.1. The unbounded moduli space. Recall from Section 6.4 that, for
G/E a connected linear algebraic group and any b ∈ G(Ĕ), we have defined
a G-bundle Eb ∶ SpdFq → X

∗BG. We write Gb = GEb for the automorphism

scheme of Eb as in Section 8.2 and G̃b = G̃Eb for its moduli of global sections.

After restriction to SpdĔ = SpdE ×SpdFq SpdFq, there is a canonical triv-
ialization

trivb ∶ Eb∣SpecBdR
→ Etriv.

In the remainder of this subsection, all inscribed v-sheaves have been base
changed to lie over SpdĔ (with its trivial inscription). Equivalently, as de-

scribed in Section 5.5, we could work in the inscribed context (SpdĔ,XE,◻).

Definition 9.1.1. Let G/E be a connected linear algebraic group, and let

b1, b2 ∈ G(Ĕ). We define Mb1→b2 to be the presheaf on X lf
E,◻ over SpdĔ:

Mb1→b2 = (SpdĔ
Eb1 ∣X /∞
ÐÐÐÐ→ (X /∞)

∗BG)×(X /∞)∗BG(SpdĔ
Eb2 ∣X /∞
ÐÐÐÐ→ (X /∞)

∗BG).

Equivalently, Mb1→b2 is the functor

(X /Xalg
E,P , P /SpdĔ)↦ {φ ∶ Eb1 ∣X /∞

∼
Ð→ Eb2 ∣X /∞}.

It follows from Theorem 6.1.2 that Mb1→b2 is an inscribed v-sheaf over

SpdĔ, and it admits obvious actions of Gbi(Be), i = 1,2, by precomposition
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and postcomposition with φ. Explicitly, we define the right action maps

ai ∶Mb1→b2 ×SpdĔ Gbi(Be)→Mb1→b2 , i = 1,2, by

a1(φ, g) = φ ○ g and a2(φ, g) = g
−1
○ φ.

Remark 9.1.2. Unwinding the definitions and proof of Theorem 6.1.2, we
see thatMb1→b2 is the moduli of sections as in Theorem 5.4.1 for the affine

scheme Gb1→b2 over X on SpdĔ of isomorphisms ofG-torsors, Isom(Eb1 ,Eb2),
and the actions of Gbi(Be) are induced by the actions of Gbi on this scheme.

We also define cdR ∶Mb1→b2 → G(BdR) to be the map

φ↦ triv−1b2 ○ φ∣SpecBdR
○ trivb1 .

We define period maps πi ∶Mb1→b2 → GrG by

π1(φ) = (Eb1 ∣SpecB+dR , triv
−1
b2 ○ φ∣SpecBdR

) and

π2(φ) = (Eb2 ∣SpecB+dR , triv
−1
b1 ○ φ

−1
∣SpecBdR

).

Lemma 9.1.3. The maps πi ∶Mb1→b2 → GrG are computed via cdR as

π1(φ) = cdR(φ) ⋅ ∗1 and π2(φ) = (cdR(φ))
−1
⋅ ∗1.

Proof. For π1, the map trivb2 gives an isomorphism

cdR(φ) ⋅ ∗1 = (E1∣SpecB+
dR
, cdR(φ))

∼
Ð→ (Eb2 ∣SpecB+dR , φ∣SpecBdR

○ trivb1)

The argument is similar for π2. □

Example 9.1.4. For b ∈ G(Ĕ), the functor Mb of the introduction is M1→b,
and the maps ai, cdR, and πi defined here specialize in this case to the maps
considered in the introduction.

Theorem 9.1.5. Let G/E be a connected linear algebraic group, let b1, b2 ∈

G(Ĕ). Then Mb1→b2 is an inscribed v-sheaf over SpdĔ. Moreover,

(1) The action maps a1 and a2 realize Mb1→b2 as a bitorsor over SpdĔ,
trivializeable over SpdCp.

(2) The map π1 factors through Gr
b2→[b1]
G and the map π2 factors through

Gr
b1→[b2]
G . The restriction of the action map a1 to G̃b1 realizes π1 as

the canonical Gb2(Be)-equivariant G̃b1-torsor over Gr
b2→[b1]
G of Re-

mark 8.4.2 and the restriction of the action map a2 to G̃b2 realizes

π2 as the canonical Gb1(Be)-equivariant G̃b2-torsor over Gr
b1→[b2]
G of

Remark 8.4.2.
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and the following diagram commutes:

G(BdR) ×G(BdR)

Gr
b2→[b1]
G

Mb1→b2 × Gb1(Be) GrG

Mb1→b2 G(BdR)

Mb1→b2 × Gb2(Be) GrG

Gr
b1→[b2]
G

G(BdR) × Gb2(Be)

(c,g)↦cg

cdR×(g↦triv−1b1
○g○trivb1)

a1

(φ,g)↦

(φ,φg−1φ−1)

π1

cdR

π2

c↦c⋅∗1

c↦c−1⋅∗1
a2

cdR×(g↦triv−1b2
○g○trivb2)

(c,g)↦g−1c

Proof. It is an inscribed v-sheaf by Theorem 6.1.2. It is evidently a quasi-
bitorsor for Gb1(Be) and Gb2(Be). It is trivialized over SpdCp (and thus, in
particular, a bitorsor) by [1, Theorem 6.5] (to apply this result in the case
of G non-reductive, we note that any b may be σ-conjugated into a Levi
subgroup of G). The commutativity of the diagram is a chase through the
definitions after applying Lemma 9.1.3. □

We now describe the differentials of the maps in the commutative diagram
of Theorem 9.1.5. To that end, note that, writing gbi for the isocrystal
associated to bi by the adjoint representation on g, we have π∗i g

+
univ = gbi ⊠

B+dR. Then, from Corollary 7.1.6, we obtain canonical isomorphisms

(9.1.5.1) ci ∶ (gbi ⊠BdR)/(gbi ⊠B
+
dR)

∼
Ð→ π∗i TGrG.

Corollary 9.1.6. The following diagram of E◇lf -modules on Mb1→b2 com-
mutes, where the left and right columns are the fundamental exact sequences
of Lemma 8.1.1 for gb1 and gb2 and the morphisms ci are as in Eq. (9.1.5.1).
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Moreover, the horizontal arrows are all isomorphisms.

0 0

BC(gb1) BC(gb2)

gb1 ⊠Be TMb
gb2 ⊠Be

gb1⊠BdR

gb1⊠B
+
dR

π∗1TGrG π∗2TGrG
gb2⊠BdR

gb2⊠B
+
dR

BC(gb1[1]) BC(gb2[1])

0 0

(da1)e

−Ad∗φ

dπ1 dπ2

(da2)e

c1 c2

Proof. It follows from the torsor property that each of (dai)e is an isomor-
phism, and the identity (da1)e = −(da2)e ○ Ad∗φ is immediate from the
commutative circle at the top of the diagram in Theorem 9.1.5.

The commutativity of the left middle quadrilateral comes from using The-
orem 9.1.5 to compute dπ1 ○ da1 as the derivative of

(φ, g)↦ (cdR(φ)triv
−1
b1 gtrivb1cdR(φ)

−1
)cdR(φ) ⋅ ∗1

= ((triv−1b2 ○ φ)g(triv
−1
b2 ○ φ)

−1) ⋅ (cdR(φ) ⋅ ∗1)

Indeed, the identification c1 is given by composing the derivative of the
action map G(BdR) ×SpdĔ GrG → GrG at the identity in G(BdR) with the

isomorphism gb1 ⊗BdR → g⊗BdR induced by triv−1b2 ○ φ∣SpecBdR
.

Similarly, for commutativity of the right middle quadrilateral we compute
dπ2 ○ da2 as the derivative of

(φ, g)↦ (cdR(φ)
−1triv−1b2 gtrivb2cdR(φ))cdR(φ)

−1
⋅ ∗1

= ((triv−1b1 ○ φ
−1
)g(triv−1b1 ○ φ

−1
)
−1) ⋅ (cdR(φ)

−1
⋅ ∗1)

where we note the inverses in the definitions of a2 and π2 are cancelling to
give the term g. Indeed, the identification c2 is given by composing the deriv-
ative of the action map G(BdR)×SpdĔGrG → GrG at the identity in G(BdR)

with the isomorphism gb2 ⊗ BdR → g ⊗ BdR induced by triv−1b1 ○ φ
−1∣SpecBdR

.

We obtain the negative sign in the commutative diagram because of the g−1

that appears instead of a g within the conjugation. □
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Corollary 9.1.7. Let E[b2] be the restriction of the universal G-bundle on

X ∗BG to (X ∗BG)[b2] and let g[b2] = E[b2](g) be its push-out by the adjoint

representation. The short exact sequence over Gr
b1→[b2]
G induced by the fun-

damental exact sequence of Lemma 8.1.1 for g[b2],

0→ g[b2] ⊠Be/BC(g[b2])→ g[b] ⊠BdR/g[b2] ⊠B
+
dR → BC(g[b2][1])→ 0,

is canonically identified with the short exact sequence

0→ T
Gr

b1→[b2]

G

dι
Ð→ ι∗TGrG → N

Gr
b1→[b2]

G

→ 0

where ι ∶ Gr
b1→[b2]
G ↪ GrG is the inclusion.

Remark 9.1.8. The situation is symmetric in b1 and b2, so we only need
to state one version in Corollary 9.1.7.

9.2. The bounded moduli space. We fix G/E a connected linear al-
gebraic group and [µ] a conjugacy class of cocharacters of GE . In this

subsection all objects are base changed to Spd(Ĕ([µ])). For b1, b2 ∈ G(Ĕ),

Mb1→b2,[µ] ∶= cdR ×G(BdR)
C[µ] = π1 ×GrG Gr[µ] = π2 ×GrG Gr[µ−1]

where the second two equalities are immediate from the definitions. The
left and right multipliation actions of G(BdR) on itself restrict to left and
right multiplication actions of G(B+dR) on C[µ], thus by Eq. (8.2.0.1), the

actions of Gbi(Be) on Mb1→b2 restrict to actions of G̃bi on Mb1→b2,[µ]. Below
we write ai for the restrictions of the right action maps used in Section 9.1.

Below we also write πi for the restriction of the period maps to Mb1→b2,[µ],
so that π1 factors through Gr[µ] and π2 factors through Gr[µ−1]. We then

obtain two filtration period maps write πf1 = BB ○ π1 ∶Mb1→b2,[µ] → Fl◇lf
[µ−1]

and πf2 = BB ○ π2 ∶Mb1→b2,[µ] → Fl◇lf
[µ]
.

Theorem 9.2.1. Let b1, b2 ∈ G(Ĕ). Then Mb1→b2,[µ] is a inscribed v-sheaf

over SpdĔ([µ]). The map π1 factors through Gr
b2→[b1]
[µ]

and the map π2

factors through Gr
b1→[b2]
[µ]

, and the actions realizes π1 as the canonical G̃b2-

equivariant G̃b1-torsor over Gr
b2→[b1]
[µ]

of Remark 8.4.2 and π2 as the canoni-

cal G̃b1-equivariant G̃b2-torsor over Gr
b1→[b2]

[µ−1]
of Remark 8.4.2. The following
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extended subdiagram of the diagram in Theorem 9.1.5 commutes:

C[µ] ×G(B+dR)

Gr
b2→[b1]
[µ]

Mb1→b2,[µ] × G̃b2 Fl◇lf
[µ−1]

Gr[µ]

Mb1→b2,[µ] C[µ]

Mb1→b2,[µ] × G̃b1 Fl◇lf
[µ]

Gr[µ−1]

Gr
b1→[b2]

[µ−1]

C[µ] ×G(B+dR)

(c,g)↦cg

cdR×(g↦triv−1b1
○g○trivb1)

a1

BB
π1

πf
1

cdR

πf
2

π2

c↦c⋅∗1

c↦c−1⋅∗1a2

cdR×(g↦triv−1b2
○g○trivb2)

BB

(c,g)↦g−1c

Proof. That Mb1→b2,[µ] is an inscribed v-sheaf follows from the correspond-
ing property of the constituents of the fiber product and Lemma 4.1.7. The
rest of the theorem follows by restriction from Theorem 9.2.1. □

Remark 9.2.2. Note that Mb1→b2,[µ] may be empty. When b1 = 1, it is

non-empty exactly when [b2] lies in the Kottwitz set B(G, [µ−1]).

As in the unbounded case, we can now describe the derivatives. To that
end, we need to consider some bounded analogs of the fundamental exact
sequence. We write Emax for the minimal common modification of E(g1) and
E(g2) onMb1→b2,[µ], i.e. for the modification associated by Lemma 8.3.1 to

g1 ⊠B+dR + g2 ⊠B
+
dR = π

∗
1g
+
max = π

∗
2g
+
max,

which is a lattice in g1 ⊠BdR = g2 ⊠BdR by Proposition 7.2.3.
We write this lattice as g+max. Then, for each i, we have an exact sequence

of sheaves on X overMb1→b2,[µ]:

(9.2.2.1) 0→ E(gbi)→ Emax → ι∗(g
+
max/gi ⊠B

+
dR)→ 0.

The v-sheafification of the associated long exact sequence of cohomology
gives rise to an exact sequence of E◇lf -modules on Mb1→b2,[µ],
(9.2.2.2)

0→ BC(gbi)→ BC(Emax)→
g+max

gi ⊠B+dR
→ BC(gbi[1])→ BC(Emax[1])→ 0
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where the last zero is simply because the third term in Eq. (9.2.2.1) is a
quasi-coherent sheaf supported on a closed affine subscheme of X so has
vanishing cohomology.

Corollary 9.2.3. The following diagram of inscribed E◇lf -modules on Mb1→b2,[µ],
which is an extended subdiagram of (the pullback to Mb1→b2,[µ] of) the di-
agram of Corollary 9.1.6, commutes. The left and right columns are the
bounded fundamental exact sequences of Eq. (9.2.2.2) for gb1 and gb2, and
the morphisms ci are obtained by restricting Eq. (9.1.5.1). Moreover, the
horizontal arrows are all isomorphisms.

0 0

BC(gb1) BC(gb2)

BC(Emax) TMb1→b2,[µ]
BC(Emax)

g+max

gb1⊠B
+
dR

π∗1TGr[µ] π∗2TGr
[µ−1]

g+max

gb2⊠B
+
dR

BC(gb1[1]) BC(gb2[1])

BC(Emax[1]) BC(Emax[1])

0 0

(da1)e

−Ad∗φ

dπ1 dπ2

(da2)e

c1 c2

Finally, we obtain also a description of the tangent bundle and normal
bundle for the bounded generalized Newton strata.

Corollary 9.2.4. Let E[b2] be the restriction of the universal G-bundle on

X ∗BG to (X ∗BG)[b2] and let g[b2] = E[b2](g) be its push-out by the ad-

joint representation. The short exact sequence over Gr
b1→[b2]
[µ]

induced by the

bounded fundamental exact sequence analogous to Eq. (9.2.2.2) for g[b2],

0→
BC(Emax)

BC(g[b2])
→

g+max

g[b2] ⊠B+dR
→ Ker (BC(g[b2][1])→ BC(Emax[1]))→ 0,

is canonically identified with the short exact sequence

0→ T
Gr

b1→[b2]

[µ]

dι
Ð→ ι∗TGrG → N

Gr
b1→[b2]

[µ]

→ 0
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where ι ∶ Gr
b1→[b2]
[µ]

↪ Gr[µ] is the inclusion. This isomorphism is moreover

compatible with that of Corollary 9.1.7 by the natural inclusion maps.

9.3. The two towers. There is an evident isomorphism

Mb1→b2
∼
Ð→Mb2→b1 , φ↦ φ−1.

This isomorphism reflects the diagrams of Theorem 9.1.5 and Theorem 9.2.1
along the central horizontal axis, acting as c ↦ c−1 on G(BdR) (and thus it
reflects the diagrams of Corollary 9.1.6 and Corollary 9.2.3 along the central
vertical axis).

One also obtains interesting isomorphisms by changing the group; com-
bining these observations will give the traditional two towers isomorphism
(in the form discussed, e.g., in [13, §8.5]) in a very general setting. To
state this cleanly, it is useful to consider the following generalization of our
constructions:

Definition 9.3.1. For G/E a connected linear algebraic group, an affine

group scheme G on X over SpdĔ is an X -pure inner form of G if it is
isomorphic to the automorphism group scheme AutX (E) of a G-torsor E ∶

SpdĔ → X ∗BG.

Example 9.3.2. For b ∈ G(Ĕ), Aut(E) is the affine group scheme we have
denoted by Gb above. If b is basic, then Gb = Gb ×E X where Gb is the
automorphism group of the G-isocrystal b.

Given G that is an X -pure inner form of a connecetd linear algebraic group
G/E, if we fix a G-bundle E and an isomorphism G = Aut(E), we obtain a
twisting isomorphism

X
∗BG

∼
Ð→ X

∗BG,E ′ ↦ IsomG(E ,E
′
).

In particular, it follows that X ∗BG is an inscribed v-stack.
Suppose now given such a G, and G-torsors E1,E2 ∶ SpdĔ → X

∗BG equipped

with trivializations trivi ∶ Ei∣SpecBdR

∼
Ð→ Etriv. Then, we can define the moduli

of modifications ME1→E2 , the maps cdR and πi, the actions of automor-
phism groups, etc., by imitating the discussion given above. In particular,
one again obtains an isomorphism ME1→E2 that acts as c ↦ c−1 on G(BdR)

and reflects the same diagrams.
Combining these two constructions, one obtains (an extension of) the clas-

sical two towers duality for the infinite level moduli space M1→b: first, we ap-
ply IsomG(Eb, ●) to obtain an isomorphism with ME ′→E ′triv

where in the sub-

script we have the Gb-torsors E
′ = IsomG(Eb,E1) and E

′
triv = IsomG(Eb,Eb)

(the latter is the trivial Gb = IsomG(Eb,Eb)-torsor). Then, we take an inverse

as above to reverse the arrows to get ME ′→E ′triv

∼
Ð→MEtriv→E

′ . Composing the
two isomorphisms yields

M1→b
∼
Ð→ME ′triv→E

′ .
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When b is basic so that Gb = Gb×EX , the right-hand side is canonically iden-
tified with M1→b−1 where here b−1 is viewed as an element of Gb(Ĕ) = G(Ĕ)
(see, e.g., [13, §8.5]). This construction thus extends the classical two towers
duality to the non-basic case (as well as the inscribed setting). Outside of
the basic case, however, Gb is not the base change of a group over SpecE, so
one needs to allow the more general moduli spaces for X -pure inner forms
considered in this subsection in order to state it.

10. Cohomological smoothness

Let E/Qp be a finite extension with residue field Fq. In this section,
we work in the inscribed context (SpdFq,XE,◻). The main purpose of this
section is to prove Theorem E and Corollary F.

10.1. Setup. Let G/E be a connected reductive group, let b ∈ G(Ĕ), and
let [µ] be a conjugacy class of cocharacters of GE . As in Section 2.6, we
write Mb,[µ] ∶=M1→b,[µ] where the latter is as defined in Section 9.

We write Gder for the derived subgroup of G and Gab = G/Gder for its
abelianization. We write det for the projection G → Gab. The push-out
along det induces a map D ∶Mb,[µ] →Mdet(b),[det(µ)].

Let Cp ∶= E
∧
, and assume that Mb,[µ](Cp) ≠ ∅, or equivalently that b ∈

B(G, [µ−1]). Then we can and do fix a Cp-point τ ∶ SpdCp →Mdet(b),[det(µ)],
and we let

M τ
b,[µ] ∶=D ×Mdet(b),[det(µ)]

τ.

It is an inscribed v-sheaf as a fiber product of inscribed v-sheaves, and admits
a natural inclusion M τ

b,[µ] ↪Mb,[µ] ×SpdĔ([µ]) SpdCp.

10.2. The tangent bundle of M τ
b,[µ]. Let LieG = LieGder⊕LieZ(G), and

the kernel of the map G → Gab is LieGder. Writing g○ = LieGder(E) and
z○ = LieZ(G)(E), we have g = g○⊕ z as a representation of G. Thus we may
form the lattice g○,+max = g

○
b ⊗Ĕ B+dR + g

○ ⊗E B+dR, and the associated common
modification E○max of g⊗E OX and E(gb).

Lemma 10.2.1. The isomorphism TMb,[µ]
= BC(Emax) of Theorem C re-

stricts to an isomorphism TM τ
b,[µ]
= BC(E○max)

Proof. Let D denote the map Mb,[µ] → Mdet(b),[det(µ)]. By construction,
TM τ

b,[µ]
is the restriction to M τ

b,[µ] of the kernel of

dD ∶ TMb,[µ]
→ det∗TMdet(b),[det(µ)]

.

From the decomposition of g, it follows that kerdD is exactly BC(E○max). □

Lemma 10.2.2. For any algebraically closed perfectoid C/Fq and z ∶ SpdC →
M τ

b,[µ], the induced bundle E○max,z on XE,C has non-negative Harder-Narasimhan

slopes.
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Proof. Since g○⊗EOXalg
E,C
⊆ E○max,z with torsion quotient, its Harder-Narasimhan

slopes are non-negative — otherwise it would admit a nonzero morphism to
a simple bundle O(λ) for λ < 0, but this would restrict to a non-zero mor-
phism from the trivial bundle, which does not exist. □

It will be the dual bundle that is naturally related to the geometry of
fibers of π1 ×π2. We write g○,+min ∶= g

○
b ⊗Ĕ B+dR ∩g

○⊗E B+dR, and let E○min be the
associated modification, i.e. the largest common modification contained in
both g○ ⊗E OX and E(g○b).

Lemma 10.2.3. (E○max)
∗ ≅ E○min.

Proof. We have

(g○,+max)
∗
= (g○b ⊗Ĕ B+dR + g

○
⊗E B+dR)

∗
= (g○b)

∗
⊗Ĕ B+dR ∩ (g

○
)
∗
⊗E B+dR.

It follows that (E○max)
∗ is the modification of (g○)∗ ⊗E OX associated to the

lattice (g○b)
∗ ⊗Ĕ B+dR ∩ (g

○)∗ ⊗E B+dR. Since g○ is a semisimple lie algebra,
the Killing form gives an isomorphism g○ ≅ (g○)∗ as a representation of G.
Thus we obtain an isomorphism of this modification with the modification of
g○⊗EOX associated to the lattice g○b⊗ĔB+dR∩g

○⊗EB+dR = g
○,+
min, i.e. E

○
min. □

Remark 10.2.4. Lemma 10.2.3 will not typically hold if G is not reductive.
This is why we restrict to the reductive case in this section.

10.3. Fibers of π1×π2. Let C/Fq be an algebraically closed perfectoid and
let z ∶ Spd(C,OC)→M τ

b,[µ]. We write πτi for the restriction of πi toM
τ
b,[µ].

Lemma 10.3.1. π1 is a Gder(E◇lf )-torsor.

Proof. This follows since the fibers of the associated period map forMdet(b),det([µ])

are Gab(E◇lf )-torsors, so that the fibers of πτ1 are torsors for the kernel
Gder(E◇lf ) of G(E◇lf )→ Gab(E◇lf ). □

We write πτ ∶= πτ1 × π
τ
2 and

Fz ∶= π
τ
×Gr[µ]×Gr

[µ−1]
πτ(z),

i.e. Fz is the intersection of the fibers of πτ1 and πτ2 that contain z, equipped
with its natural inscribed structure.

Because E○min ⊆ E
○
max, there is a natural inclusion BC(E○min)↪ BC(E○max).

Lemma 10.3.2. The isomorphism TM τ
b,[µ]
= BC(E○max) restricts to an iso-

morphism TFz = BC(E
○
min).

Proof. The tangent bundle TFz is the restriction to Fz of the kernel of dπτ =
dπτ1 × dπ

τ
2 . From the computation of these derivatives in Theorem C, this is

exactly BC(E○min). □

We note that Fz ↪ πτ1 ×Gr[µ] π
τ
1(z). Since πτ1 is a Gder(E◇lf )-torsor, we

obtain an embedding over SpdC, Fz ↪ Gder(E◇lf ) ⋅z. In fact we can be more
precise:
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Lemma 10.3.3. For Hz ∶= (StabGder(πτ2(z)))
◇lf ×G◇lf G(E

◇lf ), Fz =Hz ⋅ z.

Proof. The induced map (πτ1)
−1(z) = Gder(E◇lf ) ⋅ z

πτ
2
Ð→ Gr[µ−1] sends g ⋅ z

to g ⋅ π2(z) (by the equivariance of π2), so the claim is immediate from the
definitions. □

Lemma 10.3.4. Hz(SpdC) ≤ G(Qp) is discrete if and only if (LieHz)0 = 0.

Proof. By construction,

H ∶=Hz(SpdC) = StabGder(Qp)
(πτ2(z))

Since H is a closed subgroup, it is a p-adic Lie group and thus discrete if
and only if LieH = 0. By exponentiating, we find

LieH = LieStabGder(C♯)(π
τ
2(z)) ∩ g

○
⊆ g○C♯ .

But, by construction, this is exactly the underlying set of (LieHz)0 ⊆ g. □

Proposition 10.3.5. For z ∶ Spd(C) → M τ
b,[µ] as above, we write E○max,z

for the induced bundles on Xalg
E,C♭

. The Harder-Narasimhan slopes of E○max,z

are all non-negative, and the following are equivalent:

(1) E○max,z does not admit zero as a Harder-Narasimhan slope.
(2) TFz ,z(SpdC) = 0.
(3) (LieHz)(SpdC) = 0
(4) StabG(Qp)(π2(z)) is a discrete subgroup of G(Qp).

(5) (Fz)(SpdC) is discrete subset of G(Qp) ⋅ z.

Proof. The non-negativity of slopes is Lemma 10.2.2.
The bundle (E○max,z) admits zero as a Harder-Narasimhan slope if and

only if its dual does, and this dual is equal to E○min,z by Lemma 10.3.2. As
the dual of a bundle with non-negative slopes, its slopes are non-positive,
thus it admits zero as a slope if and only if it has a non-zero global section.
Invoking Lemma 10.3.2, this gives the equivalence between (1) and (2).

By Lemma 10.3.3, we obtain TFz ,z = LieHz, which gives the equivalence
between (2) and (3). The equivalence between (3) and (4) follows from
Lemma 10.3.4. Finally, the equivalence between (4) and (5) is again a con-
sequence of Lemma 10.3.3. □

10.4. EL moduli problems. In this section E = Qp.
Following [14, §2.2] (with a slight modification — see ) we fix EL data

D = (B,V,H, [µ]): B is a semisimple Qp-algebra, V is a finite dimensional

B-module, H is a p-divisible group up to isogeny over Fp equipped with an
action B ↪ End(H), and [µ] is a conjugacy class of cocharacters of GQp

for

G ∶= GLB(V ) such that

(1) The rational covariant Dieudonné module M(H), as a B ⊗Qp Q̆p-

module, is isomorphic to V ⊗ Q̆p
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(2) The action on V ⊗Qp of Gm induced by any µ ∈ [µ] is by weights 0
and 1, and the weight 1 space has dimension equal to that of H.

Remark 10.4.1. Section 10.4 In [14] they also take the cocharacter to have
weights 0 and 1, but require the weight 0 subspace have dimension equal to
that of H. We have chosen our µ as the homological Hodge cocharacter, i.e.
to lie in the conjugacy class that would act as multiplication by z on the
Lie algebra of the associated lift of H (note that for the Hodge filtration on
M(H) associated to a lift, gr−1M(H) is the Lie algebra; the Hodge filtration
is thus the filtration attached to µ−1).

We fix an isomorphism as in (1), so that the Frobenius onM(H) = V ⊗Q̆p

is of the form bσ for b ∈ GLB(V ). Thus we can consider the moduli of

modifications Mb,[µ] over Q̆p([µ]) as in Section 9.

We note that there is a µ ∈ [µ] defined over Q̆p([µ]) — we fix such a µ,

and write V [−1] ⊆ V ⊗ Q̆p([µ]) for the associated −1 weight space.

Lemma 10.4.2. Mb,[µ] is isomorphic over SpdQ̆p([µ]) to the functor send-

ing X /XP , P /SpdQ̆p([µ]) to the set of exact sequences of B ⊗OX -modules

0→ V ⊗OX → Eb(V )→∞∗W → 0

where W is a OX
P ♯
⊗QpB-module locally isomorphic to V [−1]⊗Q̆p([µ])

OX
P ♯
.

Proof. Given a modification E1 → Eb of type µ, we obtain by push-out along
the representation V such an exact sequence. The inverse is given by sending
such an exact sequence to the induced modification of G-torsors

E1 = IsomB⊗OX (V ⊗OX , V ⊗OX )⇢ IsomB⊗OX (V ⊗OX ,Eb(V )) = Eb.

□

Note that the underlying v-sheaf of the functor in Lemma 10.4.2 is pre-
cisely that functor appearing in [14, Proposition 3.2.3]. In [14, §5.6], Ivanov
and Weinstein construct a smooth quasi-projective scheme Z/Xalg

C♭p
such that

((Z/Xalg
C♭p
)◇lf )0 is isomorphic to the subfunctor corresponding to (M τ

b,[µ])0.

In fact, with no further work, we obtain:

Proposition 10.4.3. For Z/XC♭p the smooth quasi-projective scheme con-

structed in [14, §5.6], (Z/Xalg
C♭p
)◇lf = (Zan/XC♭p)

◇lf =M τ
b,[µ].

Proof. That the smooth quasi-projective scheme and its analytification have
the same moduli of sections is always true. The identification with M τ

b,[µ] is

immediate from the construction in [14, §5.6], which is by analytifyication of
a smooth scheme that parameterizes such exact sequences with determinant

τ for any scheme over Xalg
C♭p

such that the pullback of ∞ is a Cartier divisor.

□
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Consider a rank one geometric point z ∶ SpdC →Mb,[µ]. Then, via the
Scholze-Weinstein classification [24], πHT(z) defines a p-divisible group up-
to-isogeny Gz over OC♯ with an inclusion B ↪ End(Gz). We write Az =

EndB(G). Note that, for F the center of B, we have F ↪ Az. Following
[14], we say z is non-special if F ↪ Az is an isomorphism.

Corollary 10.4.4. There is a unique partially proper open locus (M ○
b,[µ])

non−sp
0 ⊆

(M ○
b,[µ])0 whose rank one points are exactly the non-special points, and the

map (M ○
b,[µ])

non−sp
0 → SpdCp is cohomologically smooth.

Proof. We first claim a point z ∶ SpdC →M τ
b,[µ] is non-special if and only if

E○max,z does not admit 0 as a Harder-Narasimhan slope. Indeed, by Proposi-
tion 10.3.5, the latter is equivalent to (LieHz)(SpdC) = 0. But, essentially
by definition, nonzero elements of LieHz(SpdC) correspond to noncentral
elements in the B-linear endomorphisms of V preserving the Hodge-Tate
filtration (using that LieGLB(V ) = EndB(V ) = F ⊕ (LieGLb(V ))

○); by the
Scholze-Weinstein classification, these exist if and only if z is special.

In particular, since the locus where E○max,z does not admit 0 as a Harder-
Narasimhan slope is partially proper and open (by the usual semi-continuity
of the Newton polygon), we obtain the existences of (M ○

b,[µ])
non−sp
0 .

We now claim that (M ○
b,[µ])

non−sp
0 is the locusMsm

Z appearing in [7, Defi-

nition IV.4.1]. Given this claim, the cohomological smoothness follows from
the Jacobian criterion [7, Theorem IV.4.2]. To see this claim it suffices to
check at rank one points z as above. For these note that, for s the associated
section of Zan, Example 5.4.3-(2) implies BC(s∗TZan/X♭Cp

) = T(Z/E)◇lf ,z. But,

by Proposition 10.4.3 and Lemma 10.2.1, this is also equal to BC(E○max,z).
Since BC(s∗TZan/X♭Cp

) = BC((s∗TZan/X♭Cp
)≥0), where the subscript denotes

the non-negative slope part, by full faithfullness of the functor from vec-
tor bundles of non-negative slope to Banach-Colmez spaces [17], we deduce
(s∗TZan/X♭Cp

)≥0 = E
○
max,z. But it is straightforward to check that both E○max,z

and s∗TZan/X♭Cp
have dimension equal to the dimension of Gder, thus we con-

clude E○max,z = s
∗TZan/X♭Cp

. The above discussion then shows that the space

Msm
Z where s∗TZan/X♭Cp

= E○max,z has strictly positive slopes is equal to the

space (M ○
b,[µ])

non−sp
0 , as desired. □

Remark 10.4.5. This notion of special is different than the notion of spe-
cial implicit in [12, 13], which would say the Tannakian structure group of
the associated admissible pair is smaller than the generic Tannakian struc-
ture group. When b is basic, the latter is a weaker notion (i.e. special in the
sense of [14] implies special in the sense of [12, 13], but not vice versa); this is
the usual point that the Tannakian structure group of an object can shrink
without the endomorphism algebra changing. When b is not basic, the two
notions are not directly comparable; to see that the previous implication
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no longer holds consider the example of the infinite level Serre-Tate mod-
uli space corresponding to an ordinary elliptic curve. In this example, all
points are special in the sense used in Corollary 10.4.4, but only the points
corresponding to CM elliptic curves are special in the sense of [12, 13]. The
issue here is that, if b is not basic, then endomorphisms of the p-divisible
group do not always come from endomorphisms of the admissible pair.

11. Inscribed global Shimura varieties

In this section we construct the inscription on any global Shimura variety
satisfying Conjecture 2.4.1, and prove Theorem D. We work in the inscribed
context (AffPerf/SpdFp,XQp,◻) of Section 5.

We recall the notation of Section 2.4. Let (G,X) be a Shimura datum,
and assume the maximal R-split Q-anisotropic central torus is equal to G.
We fix a p-adic field L and an embedding Q([µ]) → L, where Q([µ]) is the
reflex field for (G,X), i.e. the field of definition of the conjugacy class of
Hodge cocharacters [µ] (a subfield of C finite over Q). For K ≤ G(A∞) a
sufficiently small compact open, we write ShK for the associated Shimura
variety of level K as a (smooth) rigid analytic variety over L, and Sh∗K for
its minimal compactification. For Kp ≤ G(A∞p) compact open, we write

Sh◇Kp ∶= lim
←Ð
Kp

Sh◇KpKp , (Sh∗Kp)
◇
∶= lim
←Ð
Kp

(Sh∗KpKp)
◇

where the limits are over compact open subgroups Kp ≤ G(Qp) such that
KpK

p is sufficiently small. The natural map Sh◇Kp → (Sh∗Kp)
◇ is an open

subdiamond.
We assume Conjecture 2.4.1 holds for our choice of (G,X) and L; in par-

ticular, for any compact open subgroup Kp ≤ G(A∞p) we have an associated
Igusa v-stack Igs∗Kp on AffPerf with a map πHT ∶ Igs

∗
Kp → BunG.

11.1. Construction of Sh◇lfKp. We now make precise the definition of Sh◇lfKp

described in Section 2.4.
We write BL◇lf ∶ GrG → X

∗BG for the modification map mEtriv,Id in the
notation of Eq. (8.3.2.1). Its restriction to Gr[µ−1] can be viewed as a map
Fl[µ] = Gr[µ−1] → X

∗BG, since the Bialynicki-Birula map BB ∶ Gr[µ−1] →

Fl◇lf
[µ]

is an isomorphism for [µ] minuscule. The induced map on underlying

v-sheaves is the map BL appearing in Conjecture 2.4.1.
We write π◇lfHT for the composition of πHT (viewed as a map of trivially

inscribed v-stacks) with the natural map BunG→ X ∗BG (by pullback along
X /XP ). We let

(11.1.0.1) (Sh∗Kp)
◇lf ∶= (Igs∗Kp

π
◇lf
HT
ÐÐ→ X

∗BG) ×X ∗BG (Fl[µ]
BL◇lf
ÐÐÐ→ X

∗BG).

Since we have assumed Conjecture 2.4.1, we have an identification

((Sh∗Kp)
◇lf )0 = (Igs

∗
Kp

π◇HT
ÐÐ→ BunG) ×BunG (Fl[µ]

BL
Ð→ BunG) = (Sh∗Kp)

◇.
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We may thus define Sh◇lfKp as the open inscribed subdiamond

Sh◇lfKp ∶= (Sh
∗
Kp)

◇lf ×(Sh∗Kp)◇
Sh◇Kp

(where (Sh∗Kp)
◇ and Sh◇Kp are equipped with the trivial inscription).

By construction, there is a map π◇lfHT ∶ (Sh
∗
Kp
)◇lf → Fl◇lf

[µ]
given by projec-

tion to the second factor and whose map on underlying v-sheaves is π◇HT.

Lemma 11.1.1. The action of G(Q◇lfp ) on Fl◇lfµ preserves BL, thus induces

a ∶ (Sh∗Kp)
◇lf ×G(Q◇lfp )→ Sh◇lfKp

such that πHT is G(Q◇lfp )-equivariant. It restricts to an action on Sh◇lfKp.

Proof. The existence of the action on (Sh∗Kp)
◇lf follows from Lemma 8.3.3,

since G(Q◇lfp ) ⊆ G(Be) preserves Fl◇lfµ = Gr[µ−1] ⊆ GrG. It restricts to an

action on Sh◇lfKp because Sh
◇
Kp is preserved by the action ofG(Qp) = G(Q◇lfp )0.

□

11.2. Computation of the tangent bundle. As in the case of local
Shimura varieties and more general moduli of modifications treated in Sec-
tion 9, the computation is accomplished by first treating an unbounded
analog, and then cutting out the result we are interested in within.

To that end, let S ∶ (Igs∗Kp

π
◇lf
HT
ÐÐ→ X ∗BG) ×X ∗BG (GrG

BL◇lf
ÐÐÐ→ X ∗BG).

Lemma 11.2.1. S is an inscribed v-sheaf.

Proof. Since each of the terms in the fiber product is an inscribed v-stack,
it is an inscribed v-stack by Lemma 4.1.7. It is a sheaf rather than a more
general stack because GrG is a sheaf and π◇lfHT is 0-truncated. □

We note that on S we have the trivial bundle g ⊗ OX over X and the
pullback of the universal bundle associated to the adjoint representation
over X ∗BG, guniv. By the construction of the map BL◇lf , we have fixed an
isomorphism between these two bundles after restriction to X /∞.

By Lemma 8.3.3, S is a G(Be) quasi-torsor over Igs∗Kp (in fact a torsor
since the map to Igs∗Kp is surjective, but we will not actually need this fact).
Since Igs∗Kp is trivially inscribed, we deduce that, writing a ∶ S ×G(Be)→ S

for the action map, dae induces an isomorphism g⊗Be = LieG(Be)
∼
Ð→ TS .

The map π2 ∶ S → GrG is equivariant along the inclusion G(Be) ⊆ G(BdR).
We note also that, by construction, π∗2g

+
univ = guniv ⊠ B+dR. Comparing with

Corollary 7.1.6, we find dπ2 can be identified with the natural map g⊗Be →

g⊗BdR/guniv ⊠B+dR. Since

(Sh∗Kp)
◇lf = (S

π2
Ð→ GrG) ×GrG Gr[µ−1],

comparing with Proposition 7.2.3 we obtain

T(Sh∗Kp)
◇lf = g⊗Be ×g⊗BdR/g

+
univ

g+max/g
+
univ = BC(Emax),

where g+max = g ⊗ B+dR + guniv ⊠ B
+
dR and Emax is the associated modification

of g⊗OX . We have thus established
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Lemma 11.2.2. With notation above, the B+dR-module on Sh◇lfKp

g+max ∶= guniv ⊠B
+
dR + g⊗E B+dR ⊆ guniv ⊠BdR = g⊗E BdR

is locally free. In particular, there is a vector bundle Emax on X over Sh◇lfKp

fitting into two canonical modification exact sequences of sheaves on X

0→ g⊗E OX → Emax →∞∗ (g
+
max/g⊗E B+dR)→ 0(11.2.2.1)

and 0→ guniv → Emax →∞∗ (g
+
max/guniv ⊠B

+
dR)→ 0.(11.2.2.2)

There is a canonical identification BC(Emax) = TSh◇lf
Kp

such that the v-sheafification

of the associated long exact sequences of cohomology for Eq. (2.4.4.2) is iden-
tified with
(11.2.2.3)

0→ BC(guniv)→ BC(gmax) = T(Sh○Kp)
◇lf

dπ
◇lf
HT

ÐÐÐ→ (π◇lfHT)
∗T

Fl
◇lf
[µ]

→ BC(guniv[1])→ 0.

11.3. Interlude: Flat sections and Hodge period maps. Let L/Qp be
an arbitrary non-archimedean extension. For this subsection we work in the
inscribed context (SpdL,◻♯).

Let Z/L be smooth rigid analytic variety. Let G/L be a linear algebraic
group, and let (G,∇)/Z be a G-torsor with integrable connection, i.e. an
exact tensor functor from RepG to vector bundles with integrable connection
on Z. We write G for the underlying G-torsor, and G◇lf for the inscribed
v-sheaf attached to the associated geometric G-torsor.

We write G◇ for G with its trivial inscription. We are going to construct
a natural reduction of structure group on G◇lf from a G◇lf -torsor over Z◇lf

to a G◇-torsor (G,∇)◇lf ⊆ G◇lf of flat sections over Z◇lf .
To that end, we write r ∶ Z◇lf → Z◇ = (Z0)

triv for the natural map as in
Definition 4.1.5, which maps f ∶ P → Z ∈ Z◇lf (P/P ♯) to f ∣P ♯ . We claim that
the integrable connection induces a G◇-equivariant map exp∇ ∶ r

−1G◇ → G◇lf .

Indeed, to give a section of r−1G◇ on P/P ♯ is to give a map f ∶ P → Z over
SpaL and a section s0 of G over f ∣P ♯ , and the integrable connection promotes
this uniquely (and G◇-equivariantly) to a flat section of s of G over f . We
define (G,∇)◇lf to be the image of r−1G◇ under exp∇.

Remark 11.3.1. In other words, we have shown exp∇ induces

r−1G◇ ×G
◇

G◇lf = G◇lf .

Suppose that G is furthermore equipped with a filtration, so that we
obtain a period map G → Fl. We write πHdg for the restriction of the period
map to (G,∇)◇lf , and we write κ(G,∇,Fil) for the associated Kodaira-Spencer
map, a OZ-linear homomorphism

TZ
κ(G,∇,Fil)
ÐÐÐÐÐ→ G(g)/Fil0(G(g)).

It can be defined as follows: étale locally, we may choose another connection
∇′ on G that preserves the filtration. The difference ∇ − ∇′ assigns to any
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tangent vector t and representation V a endomorphism ft,V = (∇t,V −∇
′
t,V ) of

V , functorially in v and compatibly with the tensor product in that ft,V1⊗V2 =

ft,V1 ⊗ 1 + 1⊗ ft,V2 . By the Tannakian formalism, it is given by an element
ft ∈ G(g) (which maps to G(End(V )) = End(G(V )) for any V ), and the
map t ↦ ft is a homomorphism TZ → G(g) on the étale cover where ∇′ was
chosen. The composition of t ↦ ft with projection to G(g)/Fil0(G(g)) does
not depend on the choice of ∇′, thus descends to give κ(G,∇,Fil).

Lemma 11.3.2. Let t ∶ (G,∇)◇lf → Z◇lf denote the structure map. Then
dt ∶ T(G,∇)◇lf → t∗TZ◇lf is an isomorphism, and dπHdg is the composition

T ◇lf
(G,∇)

= t∗TZ◇lf = t
∗
(TZ)

◇lf
κ(G,∇,Fil●)
ÐÐÐÐÐ→ g⊗O/Fil0(g⊗O) = π∗HdgTFl

where on the right we use the canonical trivialization G(g) = g⊗O over G.

Remark 11.3.3. If we extend our definition of relative tangent bundles to
inscribed v-stacks, then we obtain an equivalence TFl◇lf /G◇ = T(Fl◇lf /G◇)/(Fl◇/G◇)
as in Example 4.6.2. Since the fibers of (Fl◇lf /G◇)→ (Fl◇/G◇) are discrete,
the latter has a natural structure of an O-module over Fl◇lf /G◇. In partic-
ular, we find d(π◇lfHdg/G

◇) = κ(G,∇,Fil).

Proposition 11.3.4. If κ(G,∇,Fil) is locally a direct summand, then the fol-
lowing square is Cartesian

(G,∇)◇lf Fl◇lf

G◇ Fl◇

π
◇lf
Hdg

π◇Hdg

Proof. We fix a map P ♯ → G above f ∶ P ♯ → Z. We let Γ∧f denote the formal

neighborhood of the graph of f . We obtain an induced map Γ∧f → Γ∧πHdg○f
.

Its derivative is f∗κ(G,∇,Fil), thus it is injective by our assumption. This

implies the result: indeed, to give a map P/P ♯ → (G,∇)lf is the same as to
give a map g ∶ P ♯ → G lying above f ∶ P ♯ → Z and a deformation of f to
f̃ ∶ P → Z. The graph of any such deformation factors through Γ∧f , and thus

by the above computation is uniquely determined by its image in Γ∧πHdg○f
,

which is equivalent to the image of the point in Fl◇lf . □

11.4. The Hodge period map at infinite level. We note that we can
define a natural Hodge period map on Sh◇lfKp . Indeed, already on Fl◇lf , we
can define let EdR ∶= ∞

∗(BL∗Euniv), a G(O)-torsor equipped with a Hodge
filtration Fil●HdgEdR of type µ−1 by the modification Etriv ⇢ EdR. Then,
because πHT factors through BunG, the pullback of EdR is equipped with a
canonical “connection” (cf. Remark 2.1.3)

EdR,0
∼
Ð→ EdR
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where here EdR,0 denotes the pullback of EdR along S → S0 → S. In par-
ticular, by taking the image of the underlying G◇-torsor of “flat sections”
for EdR,0, we obtain a reduction of structure group on EdR to G◇-torsor EflatdR

over Sh◇lfKp , and then a period map classifying the Hodge filtration

πHdg ∶ E
flat
dR → Fl[µ−1].

It follows from the comparison between the standard de Rham local sys-
tems and those constructed via p-adic Hodge theory as established in [18]
that, on underlying v-sheaves, πHdg restricts to the pullback to Sh◇Kp

of the
usual Hodge period map for the de Rham G-torsor GdR-over ShKp . The
associated Kodaira-Spencer map is, by construction, an isomorphism, thus
Proposition 11.3.4 applies. Thus, the period map πHdg on EflatdR combined
with the π◇Kp

induces a G◇-equivariant map

E
flat
dR → (GdR,∇)

◇lf ,

and quotienting by G◇ gives us π◇lfKp
. Unwinding the construction we find it

is a quasi-torsor for K◇lfp and, by applying Proposition 6.4.3, in fact a torsor

(i.e. surjective) after restriction to X lf+

Qp,◻
. Comparing to the computations

of Lemma 11.2.2 and the usual p-adic comparisons, we obtain:

Lemma 11.4.1. After restricting to X lf+

Qp,◻
, the map π◇lfKp

∶ Sh◇lfKp → Sh◇lfKpKp

is a K◇lfp -torsor. Moreover, the v-sheafification of the long exact sequence
associated to Eq. (11.2.2.1) is canonically identified with

0→ g◇lf
dae
ÐÐ→ T

Sh
◇lf
Kp

dπ
◇lf
Kp

ÐÐÐ→ T
Sh
◇lf
KpKp

→ 0.
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