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9.14. Condition on W (a) and use the Markov property to find that

P
{

inf
[a,b]

W > 0
}

=
∫ ∞

0
P

{
inf

a≤t≤b
[W (t)−W (a)] > −x

}
P{W (a) ∈ dx}

=
∫ ∞

0
P

{
inf

0≤t≤b−a
W (t) > −x

}
exp

(
−x2/(2a)

)
√

2πa
dx.

By symmetry, inf [0,b−a] W > −x for x > 0 iff sup[0,b−a] W < x iff Tx > b − a. Therefore, by the
reflection principle,

P
{

inf
[a,b]

W > 0
}

=
∫ ∞

0
P {|W (b− a)| < x}

exp
(
−x2/(2a)

)
√

2πa
dx =

1
π
√

a(b− a)

∫ ∞

0

∫ x

0
exp

(
− y2

2(b− a)
− x2

2a

)
dy dx.

Change variables: u := y/
√

b− a, v := x/
√

a, and ρ :=
√

a/(b− a) to find that

P
{

inf
[a,b]

W > 0
}

=
1
π

∫ ∞

0

∫ ρv

0
e−(u2+v2)/2 du dv =

1
π

∫ κ

0

∫ ∞

0
e−r2/2r dr dθ =

κ

π
,

where κ := arctan ρ. By symmetry, P{sup[a,b] W < 0} = κ/π too. Therefore, the probability that W
avoids zero during (a , b) is

2κ

π
=

2
π

arcsin
√

a

b
.

The relation to L is that {L < t} is the event that there is no zero in [t , 1]. Thus,

FL(t) := P{L < t} =
2
π

arcsin
√

t ∀t ∈ (0 , 1).

This is one of Paul Lévy’s arc sine laws.

9.15. Choose and fix x ≥ 0. Then, by the Markov property,

P

{
sup
[a,b]

W = x

}
=

∫ ∞

−∞
P

{
sup

t∈[a,b]
(W (t)−W (a)) = x− y

}
P{W (a) ∈ dy}

=
1√
2πa

∫ x

0
P

{
sup

[0,b−a]
W = x− y

}
e−y2/(2a) dy.

By the reflection principle,

H(z) := P

{
sup

[0,b−a]
W ≤ z

}
=

√
2

π(b− a)

∫ z

0
exp

(
− u2

2(b− a)

)
du.

Thus, H(z)−H(z−) = P{sup[0,b−a] W = z} = 0 for all z. This proves (1). To prove (2) we note that

P

{
sup
[0,a]

= sup
[a,b]

W

}
= P

{
sup

t∈[0,a]
(W (t)−W (a)) = sup

t∈[a,b]
(W (t)−W (a))

}
.

If H(z) := P{supt∈[a,b](W (t) −W (a)) = z} then, according to the Markov property, the preceding is
EH(supt∈[a,b] (W (t)−W (a))) = 0 by (1), whence follows (2). Now we combine (1) and (2) to deduce
that

P

{
sup
[0,a]

W = sup
[a,b]

W for some rationals 0 ≤ a < b ≤ 1

}
= 0.

Since W is continuous, it follows that the maximum on [0 , 1] is a.s. achieved at a unique point ρ.


