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Active suppression of Ostwald ripening: Beyond mean-field theory
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Active processes play a major role in the formation of membraneless cellular structures (biological con-
densates). Classical coarsening theory predicts that only a single droplet remains following Ostwald ripening.
However, in both the cell nucleus and cytoplasm there coexist several membraneless organelles of the same
basic composition, suggesting that there is some mechanism for suppressing Ostwald ripening. One potential
candidate is the active regulation of liquid-liquid phase separation by enzymatic reactions that switch proteins
between different conformational states (e.g., different levels of phosphorylation). Recent theoretical studies
have used mean-field methods to analyze the suppression of Ostwald ripening in three-dimensional (3D) systems
consisting of a solute that switches between two different conformational states, an S state that does not phase
separate and a P state that does. However, mean-field theory breaks down in the case of 2D systems, since the
concentration around a droplet varies as In R rather than R~!, where R is the distance from the center of the
droplet. It also fails to capture finite-size effects. In this paper we show how to go beyond mean-field theory
by using the theory of diffusion in domains with small holes or exclusions (strongly localized perturbations).
In particular, we use asymptotic methods to study the suppression of Ostwald ripening in a 2D or 3D solution
undergoing active liquid-liquid phase separation. We proceed by partitioning the region outside the droplets into
a set of inner regions around each droplet together with an outer region where mean-field interactions occur.
Asymptotically matching the inner and outer solutions, we derive leading-order conditions for the existence and
stability of a multidroplet steady state. We also show how finite-size effects can be incorporated into the theory
by including higher-order terms in the asymptotic expansion, which depend on the positions of the droplets and
the boundary of the 2D or 3D domain. The theoretical framework developed in this paper provides a general
method for analyzing active phase separation for dilute droplets in bounded domains such as those found in

living cells.
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I. INTRODUCTION

Membraneless subcellular structures (biological conden-
sates) are ubiquitous in both the cytoplasm and nucleus of
cells. Examples include stress granules and processing (P)
bodies in the cytoplasm [1], and nucleoli and Cajal bodies in
the nucleus [2]. All of these structures consist of enhanced
concentrations of various proteins and RNA, and proteins
are continually exchanged with the surrounding medium.
Major insights into the nature of biological condensates have
been obtained from studies of P granules in germ cells of
Caenorhabditis elegans. P granules are RNA and protein-rich
bodies located in the cytosplamic region around the nucleus
(perinuclear region), which play a role in asymmetric cell
division. Their relatively large size (diameters of 2—4 um)
make them particularly amenable to quantitative analysis [3].
In particular, it has been shown that P granules fuse with one
another and subsequently relax back into a spherical shape,
flow freely under shear forces, and deform around surfaces of
other structures. Moreover, photobleaching experiments have
demonstrated that proteins are highly mobile within P gran-
ules and exchange rapidly with the surrounding cytoplasm.
Taken together with subsequent studies of many other conden-
sates, there is a growing body of evidence supporting the hy-
pothesis that membrane-less organelles are multicomponent,
viscous liquidlike structures that form via liquid-liquid phase
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separation (see the reviews [4—8] and references therein).
The onset of phase separation can be regulated by a number
of factors: changes in protein or RNA concentration via
gene expression, post-translational modifications in protein
structure, and changes to salt or proton concentration and/or
temperature (osmotic or pH shocks) [3]. Although intracel-
lular biological condensates are multicomponent structures,
typically containing dozens of different types of proteins
and RNA, it is possible to reconstitute in vitro droplets that
have similar features using only one or two molecular com-
ponents [9,10]. This suggests that, at least in some cases,
a single protein may be necessary and sufficient to drive
assembly.

Classical liquid-liquid phase separation occurs when it is
thermodynamically favorable for a homogeneous solution to
separate or demix into two coexisting liquid phases with
different densities, a high-density phase ¢, and a low-density
phase ¢,. From a kinetic perspective, there are two basic
dynamical mechanisms for phase separation, depending on
which region of the associated phase diagram the homoge-
neous solution is initially placed by, for example, changing the
temperature: (i) spinodal decomposition, which occurs when
the solution is in a thermodynamically unstable state, and
(i1) nucleation and growth, which occurs when the solution
is in a metastable state. Spinodal decomposition involves
the rapid demixing from one thermodynamic phase to two
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coexisting phases due to the fact that there is essentially
no thermodynamic barrier to nucleation of the two phases.
In early stages of phase separation, solute molecules cluster
together to form microscopic solute-rich domains dispersed
throughout the liquid. These droplets then rapidly grow and
coalesce to form macroscopic clusters or droplets. As phase
separation proceeds, the growth of clusters approximately
ceases when the local concentration reaches ¢, or ¢y, resulting
in the separation of the solution into domains of low- and
high-solute concentrations. Although the concentration no
longer changes within each droplet, the size and shape of the
droplets evolve due to the effects of interfacial tension t,. If
the characteristic size of a droplet is R, then the interfacial
energy per unit volume is t,/R. Structural changes of the
droplets can thus reduce this contribution to the free energy
by effectively increasing the average size R, in a coarsening
process known as Ostwald ripening [11,12]. Diffusion also
plays a role in coarsening because the concentrations ¢, and
¢, in a neighborhood of a droplet deviate slightly from their
thermodynamic values according to the Gibbs-Thompson law
[13]. The first quantitative formulation of Ostwald ripening
was developed by Lifshitz and Slyozov [11] and Wagner
[12], and is commonly referred to as classical LSW theory.
These authors derived an equation for the number density of
droplets in the dilute regime (total volume fraction of droplets
is small), under the crucial assumption that the interaction
between droplets can be expressed solely through a common
mean field.

A major feature of biological cells is that they are often
driven away from equilibrium by multiple energy-consuming
processes, including adenosine triphosphate—(ATP) driven
protein phosphorylation. There is growing experimental evi-
dence that active processes also influence the phase separation
of biological condensates [7,14]. For example, various ATP-
dependent disaggregases (molecules that break up molecular
aggregates) and molecular motors are present in many RNA
granules and are thus in a position to control the physical
properties of condensates. Indeed, depletion of ATP increases
the viscosity of stress granules and nucleoli [15]. Another
example is the regulation of the size distribution of nucleoli
by the actin cytoskeleton, the dynamics of which is itself con-
trolled by ATP hydrolysis [16]. One suggested consequence
of active processes is the suppression of Ostwald ripening.
Classical coarsening theory predicts that only a single droplet
remains following Ostwald ripening. However, in both the
nucleus and cytoplasm there coexist several membrane-less
organelles of the same basic composition, suggesting that
there is some mechanism for suppressing Ostwald ripening.
One potential candidate is the active regulation of liquid-
liquid phase separation by ATP-driven enzymatic reactions
that switch proteins between different conformational states
(e.g., different levels of phosphorylation) [14,17-19]. Such a
scheme has also been proposed as a mechanism for localized
phase separation in C. elegans [20,21] and the organization of
the centrosomes prior to cell division [22].

Theoretical models of the active suppression of Ostwald
ripening have focused primarily on three-dimensional (3D)
systems for which the LSW mean-field approximation can
be applied [14,17-19]. The solute is assumed to exist in two
different conformational states, an S state that does not phase

separate and a P state that does. However, mean-field theory
breaks down in the case of circular droplets in 2D systems,
since the concentration around a droplet varies as In R rather
than R~!, where R is the distance from the center of the
droplet. Thus, more care must be taken in imposing far-field
conditions, as previously shown for classical Ostwald ripening
[23,24]. Mean-field theory also fails to capture finite-size
effects. In this paper we use asymptotic methods to study
the suppression of Ostwald ripening in a 2D or 3D solution
undergoing active liquid-liquid phase separation. Assuming
that droplets are well separated with mean separation L, we
take R/L = €p for 0 < € < 1. We partition the region outside
the droplets into a set of inner regions around each droplet
together with an outer region where mean-field interactions
occur. Matching the inner and outer solutions expressed as
asymptotic expansions in v = —1/1lne (2D) or € (3D), we
derive leading-order conditions for the existence and stability
of a multidroplet steady state. We also show how finite-
size effects can be incorporated into the theory by including
higher-order terms in the asymptotic expansion, which depend
on the positions of the droplets and the boundary of the 2D or
3D domain.

We begin in Sec. II by briefly reviewing the mean-field
approach to analyzing Ostwald ripening in 3D, before devel-
oping the asymptotic analysis of the corresponding problem
in 2D. The latter uses a modified version of the formulation
presented in Ref. [24]. We also highlight the relationship
between the mean-field and asymptotic approaches in 3D.
In Sec. IIT we apply the asymptotic method to the model
for active phase separation introduced in Refs. [14,18]. In
particular, we derive asymptotic expansions for the P-state
and S-state concentrations inside and outside each droplet. We
show that to leading order, the concentrations in a neighbor-
hood of the ith droplet interface depend on the droplet radius
pi, the continuous S concentration ®; at the interface, the
rates of switching «, 8 between the two conformational states,
the width & = \/D/(«x + B) of the interfacial region (with
D denoting the diffusion coefficient), and the total far-field
concentration u.,. We then use our results to calculate the
effective P flux into each droplet, and obtain an equation for
the rate of change of a droplet radius (on a relatively slow
timescale).

In Sec. IV we derive conditions for the existence and
stability of a multidroplet steady state. One crucial obser-
vation is that the stability of the steady state depends on
fluctuations in ®; as well as p;, with the former determined
by requiring that continuity of the S flux is preserved by
the perturbations. This establishes that stability depends on
the local spatial gradient of the total solute concentration.
That is, one cannot treat the total solute concentration in
a neighborhood of a droplet as spatially uniform when the
system is perturbed away from a multidroplet steady state.
Indeed, the contribution from the total diffusive flux of
the inner solution plays a crucial role in stabilizing the
steady state, while ensuring continuity of the S flux across
each droplet interface. Finally, following previous mean-field
studies, we further develop the asymptotic analysis of 2D
droplets in Sec. V by considering two particular regimes: a
large-droplet regime (p*/& > 1) and a small-droplet regime
(p*/& < 1), where p* is the steady-state droplet radius.
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We show that one difference between 2D and 3D in the
small-droplet regime is that the in-flux has an additional
logarithmic factor of the form —1/1In(p*/§).

A final comment is in order. Membraneless structures such
as P granules and nucleoli are 3D rather than 2D droplets,
so it is not immediately clear why the analysis of 2D active
phase separation is relevant within the context of biological
condensates. However, it has recently been shown that active
processes also occur within cell membranes, and contribute
to various forms of phase separation [25-29]. One notable
example is the clustering of curvature-inducing proteins that
regulate cell shape. It should also be noted that understanding
the behavior of active emulsions is of considerable interest
within the wider physics community [19], and has many
technological applications to the pharmaceutical, chemical,
and food industries, where droplet size distribution and its
stability needs to be controlled [30]. A number of applications
involve thin films that can be treated as 2D domains.

II. OSTWALD RIPENING IN 2D AND 3D
A. Mean-field theory in 3D

Consider some macroscopic domain  C R? containing a
collection of N microscopic droplets that are well separated
from each other and whose total volume fraction is small. A
no-flux boundary condition on 92 ensures mass conservation.
Represent each droplet as a sphere of radius R; centered
about x;, and assume that the dynamics of the droplet radii
is much slower than the equilibration of the concentration
profile (quasistatic approximation). The solute concentration
¢ exterior to the droplets then satisfies a simplified Mullins-
Sekerka model:

V=0, reQ\U, Q. 39¢=00n0%2, (2.la)

and

¢ = ¢a(1 + %) = ¢4(R;) on 9%2;, (2.1b)
where Q; ={re Q,|r —x;| <R;} and £, is the capillary
length. The boundary condition (2.1b) on the droplet interface
is known as the Gibbs-Thomson law, and results in a net
diffusive flux between droplets of different sizes. For example,
suppose that there exist two droplets X; and ¥, with R, < Ry,
see Fig. 1. From Eq. (2.1b), the concentration outside the
smaller droplet will be higher than the concentration outside
the larger droplet. Therefore, there will be a diffusive flux
of solute from X, to X, resulting in the growth of X; at
the expense of %,. The same mechanism holds for multiple
droplets, and results in a coarsening of the system in the form
of Ostwald ripening [13].

The main approximation of LSW theory is to replace
boundary effects and interactions between droplets by a
mean field ¢ such that ¢p(x) = ¢ for [r —x;| > R;, i =
I,...,N, and ¢ a constant to leading order. The quantity
A = ¢oo — ¢, is known as the supersaturation, and needs
to be determined self-consistently from mass conservation.
Hence, it will depend on the concentration of the original
homogeneous solution and the sizes of the droplets. The
mean-field approximation means that we can focus on a single
droplet of radius R, say. Given the above assumptions, we
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FIG. 1. Ostwald ripening. Schematic diagram showing the con-
centration profile as a function of x along the axis joining the centers
of two well-separated droplets with different radii R, > R,. The
solute concentration ¢,(R;) around the larger droplet is lower than
the concentration ¢,(R;) around the smaller droplet, resulting in a
net diffusive flux from the small droplet to the large droplet. Here
¢ denotes the mean field of LSW theory.

take the concentration around the droplet to satisfy the radially
symmetric diffusion equation

Dad ,0
= ——r2—¢, r>R, (2.2)
r2or dr
supplemented by the boundary conditions
¢(R) = pa(R),  ¢(r) > ¢ asr — o0. 2.3)

Performing the change of variables c¢(r) = r¢(r), one finds
that ¢ satisfies the 1D diffusion equation so that

R ale
¢(r) = poo — 7<A - ¢—> 24

R
The corresponding diffusive flux of solute molecules entering
the droplet at its interface is

Jr = DVG(R) = %(A - %> (2.5)

R

It follows that there exists a critical radius R, = ¢,£./A such
that Jg > 0 when R > R, and the droplet grows due to a posi-
tive influx of solute molecules, see Fig. 1. On the other hand,
small droplets with R < R, shrink as Jg < 0. [Within the
context of the asymptotic methods developed below, Eq. (2.4)
can be interpreted as the O(1) inner solution for the solute
concentration in a neighborhood of the droplet, which matches
the mean-field concentration ¢, in the far-field limit.]

We can also write down a dynamical equation for the
rate of change of the size of the droplet. When the radius
increases by an amount dR, the volume increases by dV =
47 R?>dR. Given that the expansion of the droplet involves
the conversion of solute molecules from a low concentration
¢4 (R) to a high concentration ¢y, it follows that the number
of molecules required to enlarge the droplet by an amount dR
is [¢p — Pa(R)]dV . These molecules are supplied by the flux
at the interface. Hence, assuming that the change in radius
occurs over an infinitesimal time dt, we have

47 R* (¢, — pa(R)IAR = 4 R*Jrdt,
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which yields
dR D L r/1 1
AR _ D (N be\ DL 1Y
dt  Rl¢p — ¢pu(R)] R R\R. R

where

_ Dgl. _ Dout,
T — 0B G

One gap in the above formulation of Ostwald ripening is
how one determines the mean field ¢o,. In classical LSW
theory, it is taken to be a constant in space and for each time
t is determined by the constraint that the volume fraction of
droplets is conserved. Assuming that there are N droplets at
time ¢, we have

dR; T (R .
— =—=(==-1), i=1,...,N.
di  R’\R.

Multiplying both sides by Riz, summing over i, and imposing
conservation of the volume fraction, 47 ), Ri3 (t)/3 = con-
stant, gives

@.7)

| N
Re=~ ;Ri(t). (2.8)
In other words,
oo (1) =¢a[1 + NEC—N:| (2.9)
i Ri@)

Equation (2.9) implies that ¢..(t) decreases as the mean
radius increases. The latter will occur due to the disappearance
of small droplets at the expense of larger droplets. As the
saturation A(7) = ¢ (t) — ¢, decreases the critical radius R,
increases so that, ultimately, only a single droplet remains.

B. Asymptotic analysis in 2D

As we mentioned in the Introduction, classical LSW the-
ory breaks down in the case of circular droplets in two-
dimensional systems, since the concentration around a droplet
varies as In R rather than R~'. Here we show how matched
asymptotics can be used to handle the far-field behavior,
following along similar lines to Ref. [24] (but with a modified
choice of scalings). This will then be extended to active
processes in Sec. I11.

Consider N droplets of radii R; and centers x;, i =
1,..., N,located in a bounded 2D domain  C R2. The basic
assumption of the asymptotic method is that the droplets are
small and well separated. We fix length scales by setting
the mean separation L = 1 and take . = €, R; = €p; with
0 <e < landp; = O(1),and |x; — x;| = O(1) for j # i. Let
Q; ={x e Q;|x —x;| < €p;}. The concentration ¢ outside
the droplet satisfies the quasistatic diffusion equation

Vi =0,

x e Q\UY, @, (2.10a)

supplemented by the boundary conditions

1
an¢ =0on 897 ¢ = ¢a<1 + —> on 89, (210b)
Oi

13

ono =0

AP =0 ©

FIG. 2. Construction of the inner solution in terms of stretched
coordinates y = € ~!(x — x;), where X; is the center of the ith droplet.
Rescaled radius is p; and the region outside the droplet is taken to
be R? rather than the bounded domain 2. The concentration inside
the droplet is given by the constant ¢, with a discontinuity at the
interface so that ®;(p;") = ¢ (0:;) = ¢ (1 + 1/p:).

First, consider the inner solution around the ith droplet,
@:(y) = ¢(x; + €y),

where we have introduced stretched coordinates and replaced
the domain by R?, see Fig. 2. It follows that

y=e¢'(x—x),

1

1
Vid, =0 fory e RA\Q, =@, (1 - —) on Iyl = pi,
P

which can be expressed in polar coordinates as

1d do;

il S A |

pdp dp
The solution takes the form

1
pi<p <00, Pi(o)= %(1 + ;)

i

1
D;(p) = ¢a<l + ;) + vA;(v) In(p/ p;), (2.11)
where
V= —L, (2.12)
Ine

and A;(v) is some undetermined function of v. The corre-
sponding solution in the original coordinates is

Qi(X) = ¢a <1 + %) +vA;(v) In(|x — xi|/ep;).  (2.13)
1

The coefficients A;(v), i=1,...,N, can be determined
by matching the inner solutions with the corresponding outer
solution (see below). The presence of the small parameter
v rather than € in the matched asymptotic expansion is a
common feature of strongly localized perturbations in 2D
domains. It is well known that v — 0 much more slowly
than € — 0. Hence, if one is interested in obtaining O(e€)
accuracy, then it is necessary to sum over the logarithmic
terms nonperturbatively. This can be achieved by matching
the inner and outer solutions using Green’s functions [31],
which is equivalent to calculating the asymptotic solution for
all terms of O(v*) for any k. We will follow this approach
here, but for actual calculations we will expand in powers
of v. Note that 2D singular perturbation problems involving
infinite logarithmic expansions arise in many other application
areas, such as mean first passage time problems for Brownian
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FIG. 3. Construction of the outer solution ¢. Each droplet is
shrunk to a single point. The outer solution can be expressed in terms
of the corresponding modified Neumann Green’s function and then
matched with the inner solution ® around each droplet.

motion in a domain with small traps [31-36] and diffusion-
limited reaction rates in the case of small targets [37,38]. For
a complementary approach to these types of problems see
Refs. [39,40] and references therein.

The outer solution is obtained by treating each droplet
as a point source or sink, see Fig. 3. The resulting time-
independent diffusion equation takes the form

Vi =0,

x € Q\{xq,...

dp =0, xeiQ,

(2.14a)

XN},

together with the matching condition

¢~ qba(l + i) +A;(v)+vA;(w)[In|x — x;| — In p;]

J
(2.14b)

as x — X;. The next step is to introduce the 2D Neumann
Green’s function G®(x, y), which is uniquely defined by

VG = é —8(x—y), xXeQ (2.15a)
and

3,G® = 00n 9L, /Q GPdx =0 (2.15b)
for fixed y. Note that G® can be decomposed as

GP(x,y) = —%;y' +RP(x,y), (2.16)

where R is the regular part of the Green’s function. We now
make the ansatz

N
P(X) X oo — 21 Y A(0)GP (X, X))

i=1

(2.17)

for x ¢ {x;, j=1,...,N} for some constant ¢.,. Observe
thatforx ¢ {x;, j=1,..., N},

N N
27
Vp(x)~ =27v Y A(WVZGO(x,x) = —— ) A;(v).
2 Epl

Hence, the outer solution satisfies the steady-state diffusion
equation if and only if

(2.18)

N
D A =0
i=1

The latter is equivalent to imposing the condition that the total
area occupied by droplets is conserved.
Asx — x;,

P(X) = Poo + VA; (V) In [x — x| — 27VA;(VIRP(X;, X;)

N
= 2mv Y AWGP (x5, %)),
i#]

Comparison with the asymptotic limit in Eq. (2.14b) yields
the self-consistency conditions

1

)~ ¢oo

Pj

—[1—vlnp; + 27vRP (x;, x))14;(v)
(2.20)

(2.19)

— 27y ZA,-(\))G(Z)(X]', X;) = ¢a<1 +
i#]

for j =1,...,N.In particular, Eq. (2.20) can be rewritten as
a matrix equation
- ¢
Z(a, J+HVMDA(v) = A — 22, (2.21)
i=1 'OJ
with A = ¢ — ¢, the supersaturation and
M;; = 2nRP(x;,x;) — In p;,
M =2nGP(x;,x;), j #i. (2.22)
We thus obtain the solution
. ¢
Ai(v) = Z[I + uM];j‘ (A — —”), (2.23)
— Pj
j=1

which is clearly nonperturbative with respect to v.
It remains to determine the supersaturation A. Using the
fact that f G?dx = 0, it follows from Eq. (2.17) that

boo = |sz|*‘f9¢(x)dx=5om,

where ¢,,, is the mean concentration of solute outside the
droplets. Early on during phase separation, the fractional
volume of droplets is negligible so one can take ¢oo = Pior,
where ¢ is the concentration of the homogeneous solution.
However, as phase separation proceeds the volume fraction of
droplets reaches a steady state so that Ostwald ripening pre-
serves the total area occupied by droplets. The area-preserving
condition (2.18) then holds, which combined with Eq. (2.23)
implies that

Z,, [+ vM; 'y
2” [T+ oM ‘
Hence, to leading order in v,

A~ le%_ a

Pi ,Oharm

(2.24)

a

(2.25)
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where pham 1S the harmonic mean. This is one major dif-
ference from 3D, where A is given by the inverse of the
arithmetic mean of the radii. Substituting the leading-order
expression for the coefficients A; into Eqgs. (2.13) and (2.17)
shows that the concentration outside droplets is

N
P(X) = oo — 27V Y (A - ¢—?)G<2>(x, Xi) + 0(?),

i=1 !

(2.26)

and the inner solution near the ith droplet with |[x — x;| = €p
is

(p) = ¢>a(1 + pl) + v<A - %) In(p/p) + O02).

i i

(2.27)

Given the quasistatic solution for the concentration, we can
now write down a dynamical equation for the rate of change
of the size of each circular droplet along analogous lines to
the 3D case. When the radius R; increases by an amount
dR;, the area increases by dA; = 2w R;dR; and the number
of molecules required to enlarge the droplet by an amount
dR; is ¢pdA; [assuming for simplicity that ¢, > ¢(R;)]. These
molecules are supplied by the flux at the interface. Hence after

rescaling time by t = €27, we have
dp; D , D vA;(v)
L= o) = — : (2.28)
dt ¢ & pi

where ®;(p) is the inner solution (2.11). Now carrying out a
perturbation expansion in v shows that to leading order

(2.29)

C. Asymptotic analysis in 3D

Although mean-field theory yields the leading-order dy-
namics of droplets in 3D, it is useful to see how higher-order
corrections can be determined using asymptotic methods.
These higher-order terms take into account finite-size effects
associated with the boundary of the domain and the positions
of the droplet centers. Consider Egs. (2.10a) and (2.10b) with
Q C R? and Q; now a spherical droplet with radius p; and
center X; € 2. Introducing stretched coordinates as in the 2D
case, the inner solution around the ith droplet satisfies

1
Vyzq)i =0 forye R\Q;, &= ¢a<1+—) on |y| = p;,

1

which can be expressed in spherical polar coordinates as

1 d ,do; 1
P =0, pi<p<oo, Dip)=¢s|1+—).
p=dp  dp pi
In the 2D case the far-field behavior of the inner solution
is dominated by a logarithmic term, whose coefficient is
determined by matching with the O(v) outer solution. A major
difference in the 3D case is that the inner solution vanishes
as p — oo unless its far-field behavior is explicitly matched

with the outer solution (whose leading-order term is the mean
field ¢ ). This is achieved by expanding both the inner and
outer solutions as power series in € along analogous lines to
Ref. [41]. We will proceed to O(e).

First, expand the outer solution as

P(x) = do(X) + €1 (X) + -, (2.30)
with
V3o =0, Xe€Q, 8p=0, xecdQ, (2.31)
V2 =0, xeQ\{X|,....Xy}, 0t =0, xecdf,
(2.32)

and ¢;(x) singular as x — x;. If we now introduce a cor-
responding e-expansion of the inner solution around the ith
droplet

D;(y) = Dio(y) + €D (y) +-- -, (2.33)
we then have
Vidio=0 forye R\,
Pip= %(1 + %) on |yl = i, (2.34)
D0 = ¢o(x;) as|y| — oo,
and
Vi®; =0 foryeR\Q,
@1 =0 onlyl=p (2.35)

Ie;
D — P "

; as |y| — oo,

Here ¢, denotes the nonsingular part of ¢;(x) as X — X;.
Finally, Eq. (2.32) is supplemented by the matching condition
€p) ~ P;pasx = X,

We now proceed iteratively. First, Eq. (2.31) has the mean-
field solution ¢p(X) = ¢o. It follows that ®; ( is given by the
mean-field solution (2.4) in rescaled variables:

Pa

®10(p) = oo — %(A _ —>. (2.36)

The outer solution ¢; of Eq. (2.32) can now be obtained by
introducing the 3D version of the Neumann Green’s function,
G®(x,y), which is uniquely defined by Egs. (2.15a) and
(2.15b). In 3D the Green’s function G® can be decomposed
as

GV (x,y) =

+ RV, y), (2.37)

4m|x —y|

where R® is the regular part. The solution to Eq. (2.32) is
then

- ¢
$1(x) ~ —4x Zp,-(A - —?)G“)(x, X;)

L

(2.38)

i=1
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for x ¢ {x;, j=1,...,N} for some constant ¢,,. Observe
thatforx ¢ {x;, j=1,...,N},

Vi (x) ~ —4anZ(A— )v2 GO (x. %))

N
4
:__jT pl(A_(lﬁ).
|€2] 4 Pi

Hence, the O(¢) term in the expansion of the outer solution
satisfies the steady-state diffusion equation if and only if
Zi.vzl (piA — ¢,) = 0, which recovers Eq. (2.9) in rescaled
variables. Finally, we can determine the O(e) correction to
the inner solution by substituting the regular part of ¢;(x) as
x — X; into Eq. (2.35):

®;1(p) = (1 - &>¢?g, (2.39)
0
with
Pt = —4n Zp,( )G“)(Xu X;)
J#i Pi
- 4np[<A — ﬁ)R@)(xi, X;). (2.40)
Pi

In Appendix A we list a few well-known Neumann Green’s
function in simple 2D and 3D geometries.

III. ACTIVE PHASE SEPARATION DRIVEN BY
NONEQUILIBRIUM CHEMICAL REACTIONS

The model of a biological condensate introduced by Wurtz
et al. [14,18] considers a ternary mixture consisting of two
solute states, one phase separating (P) and the other soluble
(), together with the solvent or cytosol (C). It is assumed
that switching between the states P and S occurs according to
the chemical reactions

k
P =S5,
h

where k and h are concentration-independent reaction rates.
The latter reflects the nonequilibrium nature of the chemical
reactions, in which detailed balance does not hold due to the
phosphorylating action of ATP, say. Note that there is ex-
perimental evidence that the phase separation of intrinsically
disordered proteins depends on their phosphorylation state
[9]. As in Sec. II, we will consider N small droplets with
radii R; and positions x; € Q@ C R¢, d = 2, 3. Denoting the
concentrations of P and S molecules inside the ith droplet by
¢; and ;, respectively, we have the quasistatic equations

DV2¢; — ks + hr; = 0, (3.1a)
DV + ki — i =0, x € Qu, (3.1b)

together with the boundary condition s
b=y, Vi=O;o0n0, (.1c)

with ®; to be determined (see Sec. IIIC). For simplicity,
both solute species are assumed to have the same diffusion

AD;j — 5_23,' =—-aQi/D

b
\ \‘Pa (pi)

-aUi/D

- &=

FIG. 4. Interior and exterior droplet regions in stretched coor-
dinates. The P concentration satisfies an inhomogeneous modified
Helmholtz equation with length constant & = /D/(« + B) and U
the total solute concentration (including molecules in the P and
S states). The total concentration within the droplet is a constant
Q,-. The P-state concentration is discontinuous at the interface with
®;(pi) = ¢p and @;(0;) = Pa(pi) = ¢o(1 + 1/p;). On the other hand
the S-state concentration is continuous at the interface.

coefficient D. Similarly, denoting the corresponding concen-
trations outside the droplets by ¢ and i, respectively, we have

DV?¢ — k¢ +hv =0,
DV*y + k¢ —hyr =0,
supplemented by the boundary and continuity conditions
o =0=20,9 onag,
2
¢=¢a<1+E>, l[f=®, on 082;.

i

(3.2a)

xe Q\UY, Q;, (32b)

(3.2¢0)

Again we will fix the length scale by setting L = 1 such
that £, = € and R; = €p;.

A. Droplet interior
Introduce stretched coordinates inside the ith droplet,
Di(y) = dixi +€y),  Wi(y) = Pi(x;i + €y)

for y = e !(x — x;) and |y| < p;, see Fig. 4. Equation (3.1)
then take the form
DVI®; — P, +al; =0, (3.3a)
DVIU; + p&; —a¥; =0, |y|<p.  (3.3b)
where we have introduced the rescaled reaction rates
a = e2h, B = ek,

supplemented by the boundary conditions o, = ¢p and U, =
O; for |y| = p;. Adding Egs. (3.3) and (3.3b), we have

DVX(®;+ ) =0, |yl <p (34)
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Introducing polar coordinates shows that

Qi+ 0Qilnp
0:+0Qi/p

for 0 < p < p;. In order to avoid the singularity at p =0
we set Q, = 0, which implies that Y (P)+Vi(p)=0;, =
¢» + ©; is a constant inside the droplet. This then allows us

to decouple Eqs. (3.3) and (3.3b) such that <I> satisfies the
modified Helmholtz equation

(2D)

Di(p) + Wi(p) = { (3D)

-~ -~ + ®;
R LV TV RNCE)
where we have introduced the new length scale
£ = D (3.6)
Vet g .

1. Two-dimensional droplets

For a circular droplet, Eq. (3.5) can be written in polar
coordinates

1d dcp - a(pp + ©;)
Sa == 0<p <
0 dp dp —&7 D IPP
3.7
where Eq. (3.7) has the nonsingular solution
3 of¢p + O]
Di(p) = cilo(p/E) + ————. (3.8)

+8

Imposing the boundary condition ®;(p;) = ¢, then deter-
mines the coefficient c;:

B I(p/§)

. > aldy + O]
a+B " a+B)h(pi/E)

a+p
(3.9)

Di(p) = (

2. Three-dimensional droplets

Similarly, using spherical polar coordinates in 3D, we have

24P £20, = a(pp + ;)

1 d
de'o dp - D ’

0<p <o
(3.10)
Performing the change of variables c;(p) = pai(p), we have

d’c; Ot(</>h + 0

i — £ =— P 0<p< o (GBI
The solution is thus
~ a[¢p + ©;1\ pi sinh(p/§) o, + O]
D;(p) = — —— .
a+p p sinh(p; /&) o+ B
(3.12)

The sinh function is required for the inner solution so that it is
nonsingular at p = 0

B. Droplet exterior

Let us now turn to the region exterior to droplets. First,
adding Eqs. (3.2a) and (3.2b) and setting ¢ + ¥ = u, we have

DViu=0, xeQ\UL, Q, 3u=00n3Q (3.13a)

and

u=U=0;+ d)a(l + %) on 9€2;. (3.13b)
Equation (3.13a) can be analyzed along almost identical lines
to Secs. II B and II C by partitioning the exterior domain into
an outer region and a set of N inner regions. Denote the
resulting outer and inner solutions by « and U;, respectively.
Given these solutions, we define the inner solutions for the P
and S concentrations according to

Di(y) = ¢i(x; +€y), Wi(y) = ¥i(x; + €y)

fory = e !(x — x;) and p; < |y| < oo, see Fig. 4. It follows

that W;(y) = Ui(y) — ®;(y) with ®; satisfying the inhomoge-
neous modified Helmholtz equation
U;
Vi, g0 =20V s G
and
1
D=1+ o) lyl = pi. (3.14b)

(We focus on the inner solutions, since these determine the
fluxes at the interface.) Since V2 ; = 0, the solution of
Eq. (3.14a) is of the general form

i(y) = {¢a<1 + l) _ ot aUitp)

n) atp rp O

where C;(y) is the solution of the homogeneous modified
Helmholtz equation

ViCi—£72C; =0 forlyl > pi,
Ci=1

},()+

on |y| = pi. (3.16)

1. Two-dimensional droplets

In the case of 2D droplets, summing up all logarithmic
singularities yields the inner and outer solutions

Ui(p) = U; + vB;(v) In(p/p:) (3.17)
for p; < p < 00, and
N
U(X) = tloo — 270 Y Bi(1)GP(x, x;) (3.18)

i=1

for x ¢ {x;, j =1,...,N}. The coefficients B;(v) are given

by
N
Bi(v) =Y [T+ WM (oo —Uj) X o — U (3.19)
j=1
and
4 oMY, _
uwzzf ! ~¢a<1 >+® (3.20)
Zi,j:l[l + UM]ij Pharm
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with® = N~' 3" | ©;. Now solving the modified Helmholtz
equation (3.16) in polar coordinates yields

1 all; | Ko(p/§) | aUi(p)

®;(p) =1, (1+—) - ,

) {¢< +,0i> 0‘+,3}K0(,0i/€)+ a+p
(3.21)

where Ky(z) is the modified Bessel function of zeroth order
that is nonsingular at infinity. However, it has a logarithmic
singularity at z = 0. Note that the inner solution automatically
matches the outer solution

a
a+p

since Ko(p/E) — O as p — 0.

P(x) ~ ux), Yx)~ u(x), (3.22)

a+p

2. Three-dimensional droplets

Similarly, in the case of 3D droplets, the inner solution U;
is given by

Ui(p) = oo — %[uoo — U+ e(l - %)Ai(p, @) + 0(e),
(3.23)
Wlthp: (p17~~-3pN)7®= (®11"'7®N)a
Ai(p. ©) = =41 Y pjlutce — UIGD (X, X))
J#i
— 47 piluss — UIRD (x;, x;) + O(e?),  (3.24)

and U; defined in Eq. (3.13b). The corresponding outer solu-
tion is

N
U(X) = oo — 476 Y _ pilttog — UG (X, X;) + O(€?).
i=1
(3.25)
Finally, solving the modified Helmholtz equation (3.16) in
spherical polar coordinates yields

1 ald; | pi _,_, al;(p)
. — 14+ =) — = (p—pi)/§ .
(Dz(P) {¢a< +p,> 0[+,3},Oe + O[+,3
(3.26)

C. Interfacial fluxes and droplet dynamics

As in the classical theory of Ostwald ripening, the rate of
change of the radius p; (in rescaled variables) is given by the
jump in the flux normal to the interface at p = p;:

dp,_l
dt ¢y

where we have rescaled time according to t = €27, which
is consistent with the rescaling of the reaction rates, and
introduced the P fluxes

iy — i1, (3.27)

dd;

o =D—|  =J_(p.0)), (3.28a)
dp p=p;
dd; .

Jig =D— = Ji(pi, ©i) + ji(p, ©®), (3.28b)
dp o=p;

Using Eq. (3.15), we have further decomposed the exterior
flux into two components:

Ji (o ®»)—D{¢ (1+ 1)— ot }dc[
+(0i, Yi) = a 0; O[-I-,B d,O

o=p;
(3.28¢)

where C;(p;) is the solution to Eq. (3.16) in polar or spherical
polar coordinates, and

o
Ji(p, ©) = mDUi/(pi).
Note that if one includes higher-order terms in the asymptotic
expansion of the inner solution Uj;, then the flux j; depends
on all radii p = (py,..., py) and all concentrations @ =
(®y,...,0y), see Appendix B. Hence, the asymptotic anal-
ysis is crucial for determining the local flux j;, which is pro-
portional to the gradient U’ of the total solute concentration.
As we will see in Sec. IV, although this flux vanishes when
the system is in a multidroplet steady state, it has nonzero
fluctuations that contribute to the stability of the steady state.
The N unknown constants ®; can now be determined
by imposing continuity of the S flux at the interface. More
specifically, let

(3.28d)

“{_=Dﬂ , L:Dﬁ ) (3.29)
, dp p=p; , dp o=p;
Since
Vi(p) = ¢+ O; — Di(p), for0 < p < pi,
Vi(p) = Ui(p) — ®i(p) forp > p;, (3.30)
it follows that
Jm =—J_(pi. ©),
Js= gj,(p, ©) — J..(pi. ©)). (3.31)

Continuity of the S flux at the interface p = p; then requires

J(pi, ©) = J_(pi, ©;) = gji(p, 0). (3.32)

The various contributions to the P flux and S flux across a
droplet interface are illustrated in Fig. 5.

1. Two-dimensional droplets

From Egs. (3.9), (3.17), and (3.21) and the definitions of
the fluxes in Eq. (3.28), we find that for circular droplets

J+(p,®)=2{ B %(H%)_ a® }K0<p/s>

Ela+p a+ B Ko(p/§)
(3.33a)
D( B a® \I)(p/&)
J_(p,®)=— — , 3.33b
(P, ®) $<a+ﬂ¢b a+ﬂ>lo(,0/€) (3-330)
and
§ __a vDBi(p,0)
Ji(p, 9)_a+ﬂ > . (3.33¢)

The coefficients B;, which are given by Eq. (3.19), have
an O(v) dependence on all radii p = (py,..., pony) and all
concentrations @ = (01, ..., Oy).
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Ji-(p.6) <«

(a) P-fluxes

Bii(p.©)/cx
Vg

- Ji,-(p,0)

N\
-Ji,+(p.0)

(b) S-fluxes

FIG. 5. (a) Various P fluxes crossing the ith droplet interface.
There is one outward current J; _(p, ®) and two inward currents
Ji+(p, ®) and ji;(p, ®), where p is the droplet radius and ® is the
continuous S concentration at the interface. The current j; depends
on the local gradient U/ of the total solute concentration outside
the droplet. The fluxes balance at the steady-state solution (p*, ®*)
with j;(p*, ®*) = 0. (b) Corresponding S fluxes. The net S flux is
continuous across the interface.

2. Three-dimensional droplets

From Egs. (3.12), (3.23), and (3.26) and the definitions of
the fluxes in Eq. (3.28), we find that for spherical droplets

J+(p,®)=9{ O —im(wl)}(wi),
§lat+tpB a+B P P
(3.34a)
J_(p,®)=9< P gy 22 )[coth(p/é‘)—é},
§\at+p o+ p P
(3.34b)
and
D 1
joor- Ll o- (14 1))
+e —QA(,;, 0©) + 0(e?). (3.34¢)
a+pp

The term A;(p, ©®), which is given by Eq. (3.24), depends
on all radii p = (py,...,py) and all concentrations @ =
(©1,...,0y).

IV. EXISTENCE AND STABILITY
OF MULTIDROPLET STATES

We are interested in the existence and stability of a steady
state p; = p* and ®; = ©* for all i=1,...,N. A major
observation is that ®* and p* are related according to

1
®*+¢G<I+E) = Upo- 4.1)
This means that the far-field and near-field total solute concen-

trations are the same, that is, the total exterior concentration is
spatially uniform. Hence,

Ji(p*,®")=0 foralli=1,...N,
and we obtain the P-flux balance condition

Ji(p*, %) =J_(p*, O). (4.2)

Continuity of the S flux at the interface then immediately
follows from Eq. (3.32).

The local stability of the multidroplet steady state can be
determined by considering perturbations of the form p; =
p*+68p;, ©O; =04 50O, such that u,, is unchanged. The
corresponding P flux into the ith droplet is then

a8 oI, 8
B e e L ] by PO
[ap* iy ] p+[a@* a@*]

+Z{8J’ L+ —5@,}

where all derivatives are evaluated at the steady state. How-
ever, there is a relationship between the perturbations §® and
8p, since continuity of the S fluxes at the interface must be
preserved. From Eq. (3.32), this takes the form

N . ,
B i i
o ; 01 P 00,

(4.3)

aJy oJ_ oJy  oJ_
- — Spi + - 80,  (44)
ap*  0p* 00*  00O*
Introducing the scalar and matrix functions
aJy oJ-

P=—- , 4.5
00" 07 (4.52)
aJy  aJ-

= — - , 4.5b

Q 00"  9O* (4-55)
8-11 * *

Py=_——(p",0%), Qu= —(p 0%, (4.5¢)
ap1

Egs. (4.3) and (4.4) can be rewritten as

aJ. aJ_ aJ. aJ_
B+« + 50: -+ + 50,1,
8 |lops  ap 20" 90
4.6)

8J;i =

with

N 1
56, = Z[QI—EQ] [Pl—gP} S (A7)
lk

1k=1

Considerable simplification occurs if we only keep the
leading-order terms in the asymptotic expansion of the fluxes
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Jji- In the case of 3D droplets, substituting Eq. (3.13b) into
(3.34) shows that to O(1)

_ o D¢,
Py = atf o7 81 + O(e), 4.8)
01 = ——2 L5, 10 (4.9)
il — +,3 ll .

Similarly, keeping the leading-order term in the v series
expansion of the coefficients B;(v) in Eq. (3.33),

=2 Y% 4 o0t
a+ 8 p
a vD )
O = =y it + 000, (4.10)

Substituting these approximations into Eqs. (4.3) and (4.4)
yields to leading order

1TaJ, aJ_ o [0J. )
sl a5+ e~ s o0
ap*  ap* | polaer  ser

4.11)
foralli=1,...,Nandd = 2, 3, with
aJ. aJ_ D!
r,—yp| e - B VDI o
ae*  90* o+ B p*
aJ aJ_ D!
Iy =D| — — p_D (4.12b)
I0*  9O*  a+ B p*

Finally, requiring that §J; and 8 p; have opposite signs leads to
the O(1) stability condition

¢ [0, dJ_ A,  aJ
2 - + < 09
2| 30* 9O+ dp*  9p*

since one finds that I'; > 0. The stability condition (4.13)
reduces to one obtained previously for 3D systems [14,18,19],
under the mean-field approximation

1
CF +¢a<1 + _) = U
Pi

for all perturbations of the multidroplet steady state. However,
the above condition does not preserve continuity of the S
flux across the interface, and thus fails to capture the phys-
ical mechanism for stabilizing the steady state. In addition,
mean-field theory does not allow one to take into account
higher-order corrections to the stability condition. The latter
are considered further in Appendix B.

(4.13)

V. SUPPRESSION OF OSTWALD RIPENING IN 2D

Since the balance condition (4.2) and the leading-order
stability condition (4.13) are identical in form to those ob-
tained previously using mean-field theory in 3D, we will
focus on analyzing the suppression of Ostwald ripening for
circular droplets. Analogous to Refs. [14,18], we analyze the
dynamics in two separate regimes corresponding to the cases
p* « & (small-droplet regime) and p* > & (large-droplet
regime). Here the size of a droplet is in reference to the length
constant £ rather than the mean separation L.

A. Large-droplet regime
Suppose that p* > &. Consider the asymptotic expansions

et 1
Io(z) ~ 1+ —40@E? }
0(z) m[ ™ ™)
I~ -2 [1 > 4o 2)} 5.1)
)~ - — Z 5 .
0 27z 8z
and
T 1
Ko(z) ~ e | —|1—— 40|,
0(z) ~e an[ 8Z+—(z q
K@)~ —e |1+ 4 0@ (5.2)
o0& 27TZ SZ Z . .
These imply that
Ii(z) 1-3/82 5 1
1.0 ~l—— 53
e 1118 TOED 22 (53)
and
Kj(z) 1+3/82 5 1
- = +0 A~ 4+ —. 5.4
K@ 1-1/8 1O 22 >4

Substituting these asymptotic expansions into Eq. (3.33),
gives to leading order in £/ p*

D( B, a® _ 5
J‘("’®)”é(a+ﬁ¢” a+ﬁ)<1 2p)’ 632
ol ()
TElatp a+p U T

(1 " fp)

1. Steady-state radius

Substituting Egs. (5.5) into the balance condition (4.2)
shows that to leading order in & / p*,

B a®* a®* B 1
bp — = - Pu 1+ -
a+p at+p  at+p a+p P
Combining with Eq. (4.1) implies that
1
—*), (5.6)
1)

where @, is the mean concentration within each droplet,

‘]+(pv ®)

(5.5b)

(bb_q)b%(boo_(ba(l'i_

b, = ——(O" + 5.7
b= o ,3( ®p). (5.7)

Next, imposing solute mass conservation gives
TpNPy + (A =10 N)poo ¥ Adis (5.8)

where A = |Q2] is the total area of the system and ¢y =
o/ (@ + B) is the original homogeneous concentration of
P molecules. For simplicity, the concentration gradients near
the interface have been neglected since the interfacial region
is small compared to the size of the droplets (¢ < p*). Rear-
ranging Eq. (5.8),

* 2 A ¢IOI ¢OO

T .
Nq)b_¢w
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Following along similar lines to Ref.[14], Egs. (5.6) and (5.7)
imply that

pa(1+1/0%) B } (5.9)

ﬂp*z ~ Uor — L
N o C2a)

after using ¢, > ¢,. For the sake of illustration, suppose that
p* > 1. Taking A/N> = L*> = 1, with L the average droplet
separation, we then have

¥2 Utor — ¢a_£
i _N< b 2Ol>.

Note that the radius p* is an extensive variable, that is, it
depends on the number of droplets N. Assuming that N > 1,
then this condition will be satisfied if 8 < B,(«) with

Uor — Pa
u =2«
pur =2u(2 )

2. Stability of the multidroplet state

(5.10)

5.11)

In order to determine the stability of the multidroplet solu-
tion, we have to calculate the various first-order derivatives in
Eq. (4.13). From Egs. (5.5),

aJ- D Bop—a®

ap 202 a4+ B

aJy D a® — Bp[1+1/p]
ap 2p o+ p

aJ_ aD (1 & )

90 E(a+p) 20)"

aJ. D

9 __aD (1 4 i),

00 &(a+p) 2p
Substituting into Eq. (4.11) shows that

B(dpé

- 2¢a)
T}W

after using ¢, > ¢, and & < p*. We conclude that the
droplets will be stable with respect to local perturbations
provided that 8 > B;(«) where

D B,
@+ p)

4

vD
8J; ~ —3[¢a — (5.12)
)0*

2¢,0
¢bé - 2¢a ’
In summary, in the large-droplet regime, a stable mul-

tidroplet steady state with p; = p* and ®; = ®* exists for a
range of values of the switching rate 8 and fixed o:

Biler) < B < Bula).

The upper and lower bounds S, and B; are almost identical to
the 3D case [14]. However, there are O(v) corrections to these
bounds, see Appendix B.

Bi(a) = (5.13)

B. Small-droplet regime

Now suppose that p* < & and consider the following
small-z expansion of the modified Bessel function /y(z),

2 1 2 2
I(z) =1+ = +—(—) +oee

oy (5.14)

we have
I(z 2+2/16+--. 7z
(@) _ 2247 _I_2 o0
Iy(2) 1+z2/4 2 16

Hence, to leading order in p /£,

7 0) & D B oa®
~(p, )N@<a+ﬁ¢b_a+ﬁ

This flux is consistent with the fact that the number of droplet
P molecules converted to S molecules per unit time is p =
B p? ¢y, and the S molecules rapidly diffuse out of the droplet
to generate a flux J &~ p/(2m p;) = B pipp/2. Similarly, us-
ing a small-z expansion of the modified Bessel function Ky(z),

)p ~ g%p- (5.15)

2 3 4
Ko(z) = —[In(z/2) + v 1o (2) + + 56_4 + .-, (5.16)
where y is the Euler constant, we find that
T (p. @) ~ D{ a® B ¢<1+1)} 1
p.O)~ — o\ 1+ =)t
i a+p a+p p) | In(p/28)]

(5.17)

Substituting these asymptotic expansions into Eq. (4.2) and
using Eq. (4.1), gives to leading order in p*/& the balance
condition

B, D 0 1
= Sy NP A G —
29 = { o } | In(p*/28)]

where A = ¢, — @, is the supersaturation. Equation (5.18) is
similar in form to the balance equation for small 3D droplets
derived in Refs. [14,18] using mean-field theory. One major
difference is the presence of the additional logarithmic factor
1/In(p*/2¢&), which means that the existence of a multidroplet
steady state now depends on & to leading order. The existence
of steady-state multidroplet solutions can be investigated
graphically as illustrated in Fig. 6. Here we plot the fluxes
J1(p*, ®*) as functions of p* with ®* given by Eq. (4.1). The
latter holds in the case of a solution for which all droplets
have the same radius. Points of intersection of the curves
J1 correspond to multidroplet solutions that are stationary
with respect to droplet growth due to the fluxes balancing.
It can be seen that for a range of supersaturations A and
interfacial length constants &, there exists a pair of steady state
radii p}. However, these steady-state solutions disappear for
sufficiently small A or large &.

We also see that the solution with radius o} is stable,
whereas the other solution with radius p* is unstable. This
is based on the observation that J, > J_ for p, < p} and
Jy < J_ for p, > pX so that a larger droplet has a net efflux,
whereas a smaller droplet has a net influx. The opposite holds
in a neighborhood of p*. In other words, a multidroplet state
is stable if

(5.18)

aJy  oJ_
< .
ap* ap*

(5.19)

VI. DISCUSSION

In this paper we used asymptotic methods to investigate the
suppression of Ostwald ripening in a model of active liquid-
liquid phase separation, which was previously analyzed using
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FIG. 6. Active suppression of Ostwald ripening in the small-droplet regime (§/p* < 1). In a multidroplet state (p;, ®;) = (p*, ®*), i =
1,..., N, the net flux at a droplet interface is a combination of an influx J} = J,(p*) and an efflux J* = J_(p*) where we have set ®* =
Uso — (1 + 1/p*). A solution is a steady state with respect to droplet growth provided that the fluxes are balanced. For fixed supersaturation

A:¢oc_

¢, and interfacial length constant &, steady states correspond to points of intersection of the curves J, (p*) and J_(p*). (a) Plots of

J.(p*) as a function of p* for various & values and fixed supersaturation A = 1.2 (b) Plots of J, (p*) as a function of p* for various A values
and fixed & = 100. For a range of values of A and &, there exist two steady-state radii p} for which the fluxes cancel. These steady states
disappear below a critical supersaturation or above a critical interfacial length constant . Other parameters are D = 1 and ¢, = 1.

mean-field theory [14,18,19]. Two limitations of the latter
approach are that (i) it breaks down in the case of 2D droplets
due to logarithmic singularities, and (ii) it cannot take into
account finite size effects. The two main assumptions of our
analysis were that the droplets are well separated and that they
are relatively small. In particular, taking the mean separation
to be L, we introduced the small parameter € = ¢./L, where
£, is the capillary length associated with the Gibbs-Thomson
law, and took the droplet radii to have the scaling R;/L = € p;.
It immediately follows that one limitation of our approach is
that it cannot deal with dense droplet condensates or droplets
whose size are comparable to the size of the domain. The main
results and implications of our analysis are as follows.

(i) The existence and stability of multiple droplet states
in active liquid-liquid phase separation (active suppression of
Ostwald ripening) can be formulated as a diffusion problem
in a domain with small exclusions or holes. This type of prob-
lem requires dealing with strongly localized perturbations,
that is, perturbations of large magnitude but small spatial
extent [31,34,35]. Such singular perturbations have received
considerable attention in recent years within the context of
the so-called narrow escape problem, see the recent reviews
[39,40]. That is, molecules inside the cell are often confined
to a domain with small exits on the boundary of the do-
main or traps within the interior of the domain. Examples
include the transport of newly transcribed mRNA from the
nucleus to the cytoplasm via nuclear pores, the confinement
of neurotransmitter receptors within a synapse of a neuron,
and the confinement of calcium and other signaling molecules
within subcellular compartments such as dendritic spines. In
the case of narrow escape problems, one is typically interested
in solving a first passage time problem in which the boundary
of each exclusion is taken to be absorbing. This differs sig-
nificantly from the problem considered in this paper, where
one also has to consider diffusion within the interior of each
exclusion or droplet, and impose (possibly discontinuous)
boundary conditions across each droplet interface. Moreover,

the diffusing species are in quasisteady state due to the slow
growth or shrinkage of the droplets.

(ii) In determining the stability of a multidroplet state, it
is necessary to consider fluctuations in each droplet radius
p; and the corresponding concentration ®; of the non-phase-
separating (S) solute at the interface. The latter is determined
by imposing continuity of the S flux. One consequence of
this is that, away from the steady state, there is an additional
contribution to the influx of the phase-separating (P) solute at
the interface, which is given by the spatial gradient of the total
solution concentration. Thus, within a boundary layer around
each droplet, one cannot take this gradient to be zero.

(iii) One major difference between the asymptotic analysis
of 2D and 3D droplets is that the former involves an asymp-
totic expansion in v = —1/Ine€, whereas the latter involves
an asymptotic expansion in €. Since v — 0 more slowly than
€ — 0, one can achieve greater accuracy for fixed € in the
3D case. Following [31], it is possible to sum all logarithmic
terms, but this is less useful for practical calculations except
in the simplest geometric configurations.

(iv) Keeping only leading-order terms in the asymptotic
expansions, it is possible to derive explicit conditions for the
existence and stability of a multidroplet state, which recover
the results of mean-field theory for 3D droplets. A number
of differences emerge, however, when analyzing the corre-
sponding leading-order conditions in 2D. First, fluctuations
about the multidroplet steady state are O(v) rather than O(1).
Second, in the small-droplet regime (p* < &) the in-flux has
an additional logarithmic factor of the form —1/In(p*/§),
where p* is the steady-state droplet radius and £ is the width
of each interfacial region. This means that the existence of
the multidroplet state has a leading-order dependence on &
as well as the supersaturation A. Higher-order terms in the
asymptotic expansions take into account finite-size effects
associated with the boundary of the domain and the positions
of the droplets. These modify the stability condition for the
multidroplet solution, but not the existence condition.
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(v) Although we applied the theory of strongly localized
perturbations to a specific model of active liquid-liquid phase
separation [14,18,19], the underlying asymptotic methods
have a wide range of applicability, as has been demonstrated
in other problem domains [31-40]. Possible generalizations
include different mechanisms for active phase separation
such as autocatalysis [19,22], heterogeneous media including
droplet ripening in protein concentration gradients [21], dif-
ferent interfacial boundary conditions, and eigenvalue prob-
lems associated with the approach to steady state. In the case
of the regulation of droplet ripening by protein concentration
gradients, one finds that perturbations of spherical droplets are
no longer radially symmetric, and this induces a slow drift
of 3D droplets down the concentration gradient [19,21]. This
is analogous to the observation of droplet segregation during
asymmetric cell division of C. elegans zygotes. It should be
possible to investigate analogous drift phenomena in the case
of 2D droplets by adapting the asymptotic methods of this

paper.

APPENDIX A: NEUMANN GREEN’S FUNCTIONS
IN SIMPLE GEOMETRIES.

(a) The disk. Let Q C R? be the unit circle centered at the
origin. The 2D Neumann Green’s function is given by [24]:

1 &
—n[—ln(lx—il) —ln(XIEI T >

Lo+ g2
+ S (X + [£) 4}, (A1)

GP(x, &) =

with the regular part obtained by dropping the first logarithmic
term.

(b) The sphere. Let Q C R? be the sphere of radius a
centered about the origin. The 3D Neumann Green’s function
takes the form [41]

a

+
x—§&  An|x|r

GI(x, £ = 7

1 2a*
+ —1In
4ra a? — |x||&| cos 6 + |x|r'

+ —(|X| + 1&°) + B,

o] (A2)

where the constant B is chosen so that [, G¥)(x, §)dx = 0,
and

X- ’x

Z_Es X/:a_za r/zlx/_g|'

Ix]|&] x|

It can be shown that B is independent of &.
(c) Rectangular domain. Let Q C R? be a rectangular

domain [0, L;] x [0, L,]. The 2D Neumann Green’s function
has the logarithmic expansion [34]

GV (r,r) = —Ho(y,y )= 5= Z DY nfl =1z,

]On + m==+

+ In|l — t/z,6)), (A3)

where

r = 2h/l

imr (x£x")/L
Zi=€m(x )/1’

—|yxy'|/L —n (2L, —|y£y'|)/L
é—izgﬂb ,Vl/l’ gizeﬂ( 2=y }|)/l’

and

N Ly 1 2 2 /
Ho(y,y) = —+ =—0O " +y ) —max{y,y}, (A4)
3 2L,

Assuming that 7 < 1, we have the approximation
G (r,r') = —Ho(y,y )= 5= Z > (n |1 =z,
n=+ m==+
+ In |1 - anml) + O(T)

The only singularity exhibited by Eq. (A3) occurs when r —
r,r ¢ 0%, in which case z_ = ¢_ =1 and the term In |1 —
z-¢_| diverges. Writing

(AS5)

1—z-¢
r'| +1n M=zg] l,
[r—r|
where the first term on the right-hand side is singular and the
second is regular, we find that

In|l —z_¢_|=In|r — (A6)

1
GH(r,r) = —5 Injr — |+ R(r, 1), (A7)
T

where R is the regular part of the Green’s function given by

11—z ¢ [T —z- &4
Ir —r|

! 1 /
R(r,r)z—L—Ho(y,y)Jrz—l
1
1
2—ln|l —z-6-|l1 —z-g4|
T

1
2—111|1 — 24611 — z4 64|
b4

1
s=In |l — 2 8|11 — 2484 | + O(7).

o (A8)

APPENDIX B: HIGHER-ORDER CORRECTIONS
TO MULTIDROPLET STABILITY

In Sec. IV, we derived the O(1) stability condition (4.13)
by Taylor expanding the fluxes j; to leading order in v (2D) or
€ (3D). Here we indicate how to extend the analysis to include
higher-order terms.

1. 2D droplets

In order to determine the matrices P and Q of Eq. (4.5), we
rewrite Eq. (3.19) as

N
1
D [8i.j+ vM;1Bi(p, ©) = uo, — ¢a<1 + ;) -, (B
i=1 J
Differentiating both sides of Eq. (B1) with respect to p; and
noting from Eq. (2.22) that

oM;; S oM,

5 Jt . .
=———, —=0 fori#}],
9 ok Pj 9 px
we have
3B; N 9B é
+v Mj,'—l——B 8jk— ;(SJJ"
dpk = Top P P;
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Rearranging this equations yields
dB;
3 Ok

Similarly, differentiating both sides of Eq. (B1) with respect
to ®; and noting from Eq. (2.22) that

= [I+ vM]; [ B + “ﬂ (B2)

1

oM;; .
— =0 foralli,j=1,...,N,
9 ok
we have
S,
00, ="ae, M
and hence
9B _ = —[I+vM]! (B3)
200, ik
It then follows from Egs. (3.33d) and (4.5c) that
Py = —% DO mepry! (B4a)
i ot—i—ﬁ 3 q s
0= = Phsomery;, B
where

Mij(p*) = [2nRP(x;, x;) — In p*18; ;
+ 271G (x;, x;)(1 — 8; ).

We have used the identity B;(p*, ®*) = 0. Equations (4.6),
(4.7), (B4a), and (B4b) provide a nonperturbative approxima-
tion to the effects of fluctuations on the multidroplet state,
in which all logarithmic terms have been summed. Clearly
Egs. (4.10) are recovered on dropping O(v?) terms. Here
we determine the O(v?) corrections to the stability condition
(4.13). Using

I+ vM]™' =1 —vM + 0(v?),

we have
aJ. aJ_ D¢,
[PI— EP] ~ {—* - L%}akk
a ap*  0dp* a+pB p*
B VDo, x 3
—M o),
at B o7 w(P™) +0W?)
and
1 v2D
[QI - EQ] b2 (o) + 00,
S 71 V2 a+p p
T, [l 9 g vDl™!
2= vD |90+ 90* | a+ B p*

Equation (4.7) thus becomes
{ aJ,. dJ_ B vDg, }8

13 VZDV2 ¢a aJJr aJ_
- 7 T -
a+p p* Lp* dp*  dp*

X Y Mu(p)pi + O0).
k=1

(BS)

Finally, substituting into Eq. (4.6),

D aJ. aJ_
=22

o [0, aJ_
p*Z IO* O

N
x [api—anMm(p*)am} +00h)  (B6)

k=1

Hence, the stability condition (4.13) will still hold provided
that

aJ. aJ_
VAmax < = _ >

0%  9O* ®B7)

where Ay is the largest positive eigenvalue of the matrix M.

Consider as an example a pair of droplets in the unit
circle, whose Neumann Green’s function is given by Eq. (A1).
Taking both droplet centers to be on the x axis, x; = (x;, 0),
j =1, 2, it follows that

1
G2 (x1, %) = E[ —In(jx; — x2]) — In (Jx1x2 — 1))
1, s 3
+ (1 +x)— — | =G(x2,x1), (BY)
2 4
and

1 3
RP(x;,x;) = E[—lnqxf — 1)) +x; — ZJ (B9)

for j = 1, 2. The matrix M(p*) is then

27‘[G12

M( *) _ 27TR11 —lnp*
P = 27TR22—11’1,0

Bl
27TG12 *>’ ( O)

where we have set R;; = R?(x;, x;) and G, = GP(x1, ).

The eigenvalues of M are thus

Ar = w[Ri1 + Ryp] — In(p*) + 7T\/(R11 — Rn)* + G2,
(B11)

2. Three-dimensional droplets

One can also derive higher-order corrections to the stability
condition for 3D droplets by carrying out a perturbation ex-
pansion in €. We briefly highlight the leading-order correction.
From Eqgs. (3.24) and (3.34) and

Ji(p, ©) = Z{“ 4R (x;, X)18;

+ﬂ

- 4neG(3)(x,-, x;)(1 =8 )}

x [uoo—®j—¢a(1+pi>}+0(ez). (B12)
J
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Hence,
a D¢ ) )
Py = 5 {1 —4meRV (X, X;)18;; — 4me G (X, x/)(1 — 8;,1)}, (B13a)
a+ B p*
Qu = - i 35 —{[1 — 4meRD (x;, )18, — 4 eGP (x;, x1)(1 = 8 1)} (B13b)
o
It follows that
aJ. aJ_ D¢, a
[m_ﬁp} ~ {—:——*—Lié}al,m P f’s G + 0(?)
o g ap ap a+ B p* a+pBp
and
8 } I D )
I-— N —8i—€ —Gi + O(e”),
|:Q O‘Qiz oy sl (€7)
with
aJ,  aJ_ g DT
Gij = 4n RV (x;, x)8; ; + 4n GV (x;, x;))(1 = 8, ), y3 = [8@* 5o T o +/3E]
Equation (4.7) thus becomes
aJ. aJ_ D¢, D “ aJ. aJ_
5®,=—y3{—:——*—i%}api—e i Z3[¢*2 y( . )]Zg,kapkw(ez) (B14)
dp*  dp* a+Bp a+B p* Lp ap* P
Substituting into Eq. (4.6),
Dys (o). aJ_ ba [0Jy  OJ_ ba al o
8J; ~ —— - Spi — €| — k0 (0] B15
= ({[ap* ap*}+p*2[a®* 20+ | [3P € P +vs 3" opF ng or | + O(e?). (B15)
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