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Abstract
A major question in neurobiology concerns the mechanics behind the motor-
driven transport and delivery of vesicles to synaptic targets along the axon of a
neuron. Experimental evidence suggests that the distribution of vesicles along
the axon is relatively uniform and that vesicular delivery to synapses is
reversible. A recent modeling study has made explicit the crucial role that
reversibility in vesicular delivery to synapses plays in achieving uniformity in
vesicle distribution, so called synaptic democracy (Bressloff et al 2015 Phys.
Rev. Lett. 114 168101). In this paper we generalize the previous model by
accounting for exclusion effects (hard-core repulsion) that may occur between
molecular motor-cargo complexes (particles) moving along the same micro-
tubule track. The resulting model takes the form of an exclusion process with
four internal states, which distinguish between motile and stationary particles,
and whether or not a particle is carrying vesicles. By applying a mean field
approximation and an adiabatic approximation we reduce the system of ODEs
describing the evolution of occupation numbers of the sites on a 1D lattice to a
system of hydrodynamic equations in the continuum limit. We find that
reversibility in vesicular delivery allows for synaptic democracy even in the
presence of exclusion effects, although exclusion does exacerbate nonuniform
distributions of vesicles in an axon when compared with a model without
exclusion. We also uncover the relationship between our model and other
models of exclusion processes with internal states.

Keywords: axonal transport, synaptic democracy, exclusion processes, mean
field approximation, TASEP
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1. Introduction

A fundamental question in cell biology concerns the mechanism behind the delivery of newly
synthesized macromolecules to specific regions of the cell membrane [2]. Such processes are
necessary, for example, when the cell requires proteins for ion channel construction or when,
in the case of neurons, materials are needed for synaptogenesis. Indeed, the problem of the
transportation of macromolecules to cell membranes is particularly acute in neurons due to the
wide variety of sizes that are exhibited by them—in humans they can range from a micron to
a meter in length. Moreover, neurons can have a highly complex branched structure that
renders vesicular delivery to localized regions of the cell membrane even more difficult.

Axons and dendrites both contain protein-rich synaptic subcellular compartments that
form synaptic contacts between neurons. Some of the synaptic junctions occur along the body
of the axon—en passant synapses—while others occur at the terminals of axonal branches.
Generation of new synaptic contacts during synaptogenesis or modification of old synapses in
response to synaptic activity require localized protein delivery to a particular synaptic site
[3, 16]. The relatively long distance between the soma and the distal axonal or dendritic
synapses necessitates the use of active transport as the means for vesicular delivery; passive
processes such as diffusion would take too long. Active transport in the intracellular space
generally involves microtubules—the highways of the cell—and molecular motors—the
delivery vehicles. Microtubules are directionally polarized filaments with biophysically dis-
tinguishable (+) ends and (−) ends. The type of polarity at a given end of the microtubule
dictates what kind of molecular motor will travel along the microtubule in a given direction.
For example, kinesin motors generally carry their cargo along microtubules in the (+)
direction whereas dynein motors tend to move towards the (−) end [15]. Delivery of several
components across the neuron is accomplished by means of this active transport machinery
[13], and breakdown of active transport has been implicated in many neurodegenerative
diseases such as Alzheimer’s and Parkinson’s [8].

One issue we seek to investigate here concerns the neuron’s ability to evenly distribute
vesicles across its en passant synapses. Considering the fact that the source of the motors that
deliver these cargo to the synapses is the soma of the neuron, one would expect that synapses
located proximally to the soma would obtain a greater amount of cargo compared to the distal
axonal or dendritic synapses. One way a more democratic distribution of resources could be
achieved is by tagging cargo with molecular addresses that route molecular motors to the
required synapse, but there is no known mechanism that functions in this manner. Recent
experimental studies of axons in C. elegans and Drosophila have shown the following: (i)
motor-driven cargo exhibits ballistic anterograde or retrograde motion interspersed with
periods of long pauses at presynaptic sites; (ii) the capture of vesicles by synapses during the
pauses is reversible, in that vesicular aggregation at a site could be inhibited by signaling
molecules resulting in dissociation from the target [20, 26]. In a recent paper, this
phenomenon was studied mathematically in terms of an advection–diffusion model of vesi-
cular transport [3]. Given a source of vesicle-bound, motor-cargo complexes (particles) at one
end of an axon, the steady-state distribution of synaptic vesicles along the axon was found to
be a decaying exponential when vesicular delivery to synapses was irreversible, whereas an
approximately uniform distribution was obtained in the case of the reversible exchange of
vesicles between particles and synaptic targets. However, one potential limitation of the
previous advection–diffusion model is that it does not account for any hard-core interactions
between particles traveling along the same microtubule track.

In this paper, we generalize the results of [3] by considering the effects of exclusion
between particles on the steady-state distribution of synaptic vesicles. As in [3], we compare
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the effects of reversible and irreversible vesicular delivery on this distribution. We treat the
axon as a one-dimensional lattice and model the motion of vesicle-bound particles with
ordinary differential equations (ODEs) for the expected occupation number at each lattice site.
We also assume that each lattice site has a corresponding synapse to which the particle
occupying the site can deliver its cargo. In the irreversible case, we use a mean field
approximation to recast the original model as a nonlinear partial differential equation (PDE)
reminiscent of the hydrodynamic equations that appear in models of totally asymmetric
exclusion processes (TASEP). We find that exclusion effects exacerbate the preferential
delivery to proximal synapses when compared to the results of no exclusion obtained in [3].
For the reversible delivery case, we allow particles to randomly switch between a motile and
stationary state. In contrast to the irreversible case, we also keep track of the motion of
particles that are not carrying any vesicles. Hence, the resulting exclusion process has four
internal states. The mean field approximation again allows for TASEP-like hydrodynamic
equations which, under an adiabatic approximation, can be solved exactly. We find that
reversibility in cargo delivery allows for a more homogeneous distribution of vesicles, pro-
vided that the presence of a vesicle bound to a motor-cargo complex does not significantly
change its speed (hopping rate).

The structure of the paper is as follows. We first briefly recount the analysis and results
found in [3] (section 2). In section 3 we introduce our single-state model of irreversible
vesicular transport with exclusion, and show how it maps on to a TASEP. We then turn to the
four-state model of reversible vesicular transport with exclusion (section 4). Finally, in
section 5 we briefly relate our model to other models that investigate driven exclusion
processes, where internal states are assigned to particles occupying each lattice site, for
example [27, 28]. However, it should be noted that in contrast to these other studies, the
emphasis of our paper is not to construct phase diagrams as a function of model parameters
such as the inward and outward fluxes. Rather, we are interested in the particular question of
how exclusion effects alter the steady-state distribution of synaptic vesicles.

2. Vesicular transport without exclusion

Before elucidating our model and results, we briefly present the results found in [3].

2.1. Irreversible delivery

Consider a population of motor-cargo complexes or particles moving on a semi-infinite track,
each of which carries a single synaptic vesicle precursor (SVP) to be delivered to a synaptic
site. Assume that these particles are injected at the soma (x = 0) at a fixed rate J1 and that the
distribution of synaptic sites along the axon is uniform. That is, at any given spatial point x, a
particle can deliver its cargo to a synpase at a rate k. Neglecting interactions between particles,
the dynamics of the motor-cargo complexes can be captured by the advection–diffusion
equation [3]

( ) ( )¶
¶

= -
¶
¶

+
¶
¶

- Î ¥
u

t
v

u

x
D

u

x
ku x, 0, , 2.1

2

2

where ( )u x t, is the particle density along the microtubule track at position x at time t. Note
that equation (2.1) can be derived from more detailed biophysical models of motor transport
under the assumption that the rates at which motor-cargo complexes switch between different
motile states are relatively fast [3, 23]. In particular, the mean speed will depend on the
relative times that the complex spends in different anterograde, stationary, and possibly
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retrograde states, whereas the diffusivity D reflects the underlying stochasticity of the motion.
Equation (2.1) is supplemented by the boundary condition at x=0:

( ( )) ( ) ( )= º -
¶
¶

J u t J J u vu D
u

x
0, , . 2.21

Let ( )c x t, denote the concentration of delivered vesicles to the presynaptic sites at x at time t
with

( )g
¶
¶

= -
c

t
ku c, 2.3c

where gc denotes the degradation rate for vesicles. Note that in the irreversible delivery case,
including vesicular degradation is necessary to prevent blowup in the solutions for ( )c x t, .
This consideration is not necessary in the reversible delivery case. The steady state solution
for c is given by
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which clearly indicates that c decays exponentially with respect to distance from the soma
with correlation length ξ. For values of D and v that are relevant to cytoplasmic transport, we
see that ( )x = O k1 , meaning that k must be on the order of 10−4 s−1 to make ξ comparable
to typical axonal lengths. Measured values of k, however, tend to be on the order of a few
inverse minutes [3, 14, 18]. This result is inconsistent with the experimental evidence found
regarding uniform vesicular distribution in the axons of C. elegans and Drosophila [20, 26].
We now show, following [3], that relaxing the irreversible delivery condition in this model
allows for a more uniform distribution of vesicles along the axon.

2.2. Reversible delivery

In order to take into account the reversibility of vesicular delivery to synapses, one must
consider a generalization of the advection–diffusion model (2.1). To that end, let ( )u x t,0 and

( )u x t,1 denote the density of motor-cargo complexes without and with an attached SVP,
respectively, and let +k and -k denote the rates at which vesicles are delivered to synaptic
sites and recovered by the motors, respectively. Each density evolves according to an
advection–diffusion equation combined with transition rates that represent the delivery and
recovery of SVPs:
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with ( )Î ¥x 0, . Disparity in the velocities in each state reflects the effect cargo can have on
particle motility, while the degradation rates g0,1 are included to account for the possibility of
particle degradation or recycling. Equations (2.5a) and (2.5b) are supplemented by the
boundary conditions

( ( )) ( )= =J u t J j0, , 0, 1, 2.6j j

where Jj is the constant rate at which particles with or without cargo are injected into the axon
from the soma. The dynamics for ( )c x t, are now given by
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We need not explicitly include degradation in this case because, provided >J 00 , ( )c x t, will
be bounded. The steady state distribution of vesicles is then
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Substitution into the steady state analogs of equations (2.5a) and (2.5b) yields
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1. It is evident that if G = 0, then c has a spatially uniform distribution.
In summary, introducing reversibility in vesicular delivery provides a means for a more

uniform distribution amongst the en passant synapses [3]. However, there are certain lim-
itations of this minimal model: (i) the exclusion effects of motor-cargo complexes that have
delivered a synaptic vesicle are ignored; (ii) the fact that particles switch between different
motile states is ignored, in particular, vesicular exchange with synaptic targets is only likely to
occur when a particle is stationary. Before presenting the full four-state model of reversible
cargo delivery that combines both of these features (see section 4), we first investigate the
effects of exclusion on a simpler single-state model with irreversible cargo delivery.

3. Irreversible vesicular transport with exclusion

Consider a motor-cargo complex hopping unidirectionally along a one-dimensional track, see
figure 1. We represent the track as a lattice of N sites, labeled i = 1,K, N, with lattice spacing
e = L N , where L is the length of the track. For simplicity, we assume that each particle can
only carry a single cluster of vesicles, and that we ignore partial delivery of a cluster, that is, it
is ‘all-or-none.’ In the following, we represent a vesicular cluster by a single vesicle. Each site
is either vacant or occupied by a vesicle-bound particle, and the particle can hop to the right if

Figure 1. Dynamical rules for irreversible vesicular transport: hopping, irreversible
exchange of vesicles with synaptic targets, and entry/exit rates.
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and only if the adjacent site is vacant (hard exclusion). At each site a particle can irreversibly
deliver its vesicle(s) to a synaptic target at a rate K and the corresponding site becomes vacant.
In other words, we assume that a motor-cargo complex without vesicles does not obstruct the
movement of other particles. (This simplification will be removed in our full model, see
section 4.) We specify the state of the site i in terms of the occupation number { }În 0, 1i

with ni = 1 if the ith site is occupied by a vesicle-bound motor-cargo complex and zero
otherwise. The hopping rate of a particle is taken to be h. We assume that particles are
injected on the left-hand boundary at a rate α, and exit the right-hand boundary at a rate β

with a b< < h0 , . Finally, we assume that each lattice site ¹i N1, has an associated
synaptic target with ci vesicles (taken to be large so that ci is treated as a continuous variable).

Within the context of intracellular motor transport, one typically interprets the particle as
a single molecular motor and the track as a single microtubular filament, with the fundamental
length-scale (lattice spacing) given by a single step of a motor, which is around 10 nm [5].
Here, however, we are interested in the transport of motor-cargo complexes along axons, and
the delivery of vesicular cargo to synaptic targets. This means that we are looking at processes
occurring on significantly longer length-scales. First, we take a single particle to be a mac-
romolecular complex consisting of multiple motors bound to a cargo. Such a complex could
have a size of around m-0.1 1 m, which is comparable to the size of a synaptic target.
Therefore, for concreteness, we take the lattice spacing to be e m= 1 m. Second, the 1D track
is now identified with an axon of length L that could extend for several mm. (For simplicity,
we assume that the transfer of motors from one MT to the next along an axon is smooth.) It is
important to note that one major simplification of our discrete hopping model is that we are
replacing a single continuous run of the motor-cargo complex by a single hop over a distance
of ε. We are also assuming that the particle stops at regularly spaced synaptic sites. A more
complex, hetereogeneous model would distinguish between the size of the complex, the
spacing of synaptic targets, and the fundamental lattice spacing.

We are interested in determining macroscopic properties of the above exclusion process,
in particular, the steady-state density profiles (average occupancies of each lattice site) and the
distribution of synaptic vesicles. The density of motor-cargo complexes is denoted by ⟨ ⟩ni .
Here the angular brackets denote the average with respect to all histories of the stochastic
dynamics, which can be interpreted as an ensemble average over a large set of trials starting
from the same initial conditions. Away from the boundaries, the dynamics is described by the
following system of equations for < <i N1 :

⟨ ⟩ ⟨ ( )⟩ ⟨ ( )⟩ ⟨ ⟩ ( )= - - - -- +
n

t
n n n n K n

d

d
1 1 . 3.1i

i i i i i1 1

At the boundaries we have

⟨ ⟩ ⟨ ( )⟩ ⟨ ⟩ ( )a= - - + -
n

t
n n n a

d

d
1 1 , 3.21

1 2 1

⟨ ⟩ ⟨ ( )⟩ ⟨ ⟩ ( )b= - --
n

t
n n n b

d

d
1 . 3.2N

N N N1

Note that we have fixed the unit of time so that the hopping rate h=1. The number of
vesicles at the ith synaptic target is taken to evolve according to the simple first-order kinetic
scheme

⟨ ⟩ ( )g= -
c

t
K n c

d

d
, 3.3i

i i
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where γ is a vesicular degradation rate. (As highlighted in section 2, if we were to neglect
degradation of synaptic vesicles, then we would have to impose a maximum capacity of
synaptic targets, otherwise ci could become unbounded. This is not an issue for reversible
vesicular transport.) Note that if K=0 (no delivery of vesicles to synaptic targets), then
equation (3.1) reduces to the standard TASEP [1, 9–11, 17]. On the other hand, if >K 0, then
it is equivalent to a limiting case of TASEP with langmuir kinetics [12, 24, 25], in which the
motor binding rate is zero.

We will analyze the above model by using the hydrodynamic approach of Parmeggiani
et al [12, 25]. As is well known, equation (3.1) constitutes a nontrivial many-body problem,
since in order to calculate the time evolution of ⟨ ⟩ni it is necessary to know the two-point
correlations ⟨ ⟩-n ni i1 . The latter obey dynamical equations involving three-point and four-
point correlations. Thus, there is an infinite hierarchy of equations of motion. However,
progress can be made by using a mean-field approximation and a continuum limit in order to
derive a PDE for the densities. The mean-field approximation consists of replacing two-point
correlations by products of single-site averages:

⟨ ⟩ ⟨ ⟩⟨ ⟩=n n n n .i j i j

Next we set e=x k and ( ) ⟨ ( )⟩r =x t n t, k . The continuum limit is then defined according to
 ¥N and e  0 such that the length of the track e=L N is fixed. (We fix length scales by

setting L=1). Taylor expanding ( )r ex t, in powers of ε,

( ) ( ) ( ) ( ) ( )r e r e r e r e =  ¶ + ¶ +x t x x t x t O, ,
1

2
,x xx

2 3

then gives to leading order in ε the following nonlinear PDE:

( ) ( ) ( )r
e r

¶
¶

= -
¶

¶
-

t

J x t

x
K x t

,
, , 3.4

where

( ) ( )( ( )) ( ) ( )r r
e r

= - -
¶

¶
J x t x t x t

x t

x
, , 1 ,

2

,
, 3.5

and the boundary conditions are

( ) ( ( )) ( ) ( )a r br= - =J t t J t t0, 1 0, , 1, 1, .

Finally, the continuum limit of equation (3.3) is

( ) ( ) ( ) ( )r g
¶

¶
= -

c x t

t
K x t c x t

,
, , . 3.6

3.1. Steady-state analysis

We wish to calculate the steady-state distribution of synaptic vesicles, which is given by

( ) ( ) ( )r
g

=c x
K x

, 3.7

with ( )r x the solution of the steady-state equation

( ) ( )r r
e

r
r
e

- ¶ - ¶ = -
K

1 2
2

. 3.8x xx
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Following Parmeggiani et al [25], we drop the ( )eO diffusion term and write the first-order
ODE in the form

[ ( ) ( )] ( )r r
e

¶ - =x x
K

2 ln . 3.9x

The resulting boundary value problem is overdetermined as one still has to satisfy the
boundary conditions at x = 0, 1:

( ) ( )( ( )) ( ) ( )r a r r br= - =0 , 1 1 1 1 . 3.10

Note that the second boundary condition is satisfied if ( )r b= -1 1 or ( )r =1 0. The
standard procedure is to separately solve the ODE in the two domains [ )x0, and ( ]x, 1 ,
imposing the left and right boundary conditions, respectively. The two solutions are matched
in an ( )eO neighborhood of some point x0 using a boundary layer. (Within the boundary layer
the density changes rapidly and one can no longer ignore the diffusion term.) This matching
also determines the location of x0. In our particular system, the physically relevant solutions
decay (faster than) exponentially from the left-hand boundary x=0 with some correlation
length ξ (see below). Since x L, it follows that we can effectively treat the domain as semi-
infinite with ( )r x 0 as  ¥x . In particular, the solution is independent of β.

Integrating equation (3.9) in the two domains yields the left-end (l) and right-end (r)
solutions

( ) ( ) ( )( )r =r-x Y xe , 3.11x
l r

2
,

with

( ) ( ) ( ) ( ) ( )( ) ( ) ( )r r= =e r e r- - - - -Y x Y x0 e , 1 e . 3.12l
Kx

r
K x2 0 1 2 1

As noted in [25], equation (3.11) has an explicit solution expressed in terms of the so-called
Lambert W function, ( ) ( ( ))r = - -x W Y x2 with ( ) ( )=Y x Y x2 l r, . The Lambert W function
[7] is a multi-valued function with two real branches as shown in figure 2. Since

( ) [ ]r Îx 0, 1 , it follows that

( )
( ( )) [ ]

( ( )) [ ]
( )r

r

r
=

- - Î

- - Î-

⎧
⎨⎪
⎩⎪

x
W Y x

W Y x

0, 0.5 ,

0.5, 1 .
3.13

1
2 0

1
2 1

In contrast to [25], we do not assume that the degradation rate K is ( )eO since this would
yield unrealistically slow delivery rates (see below). This means that the left end function
Yl(x) decays over a length-scale ξ (in physical units) such that ( )x ~ hL KN . If we take the
effective length of the axon to be 10mm, the lattice spacing to be m1 m, and the hopping rate
to be - -0.1 1 s 1 (based on speeds of motor-cargo complexes [15]), then x m~ -K m1 with K
measured in -s 1. Thus, in order to have correlation lengths comparable to axonal lengths of
several millimeters, we would require delivery rates of the order ~ -- -K 10 104 5 -s 1,
whereas measured rates tend to be of the order of a few inverse minutes [18, 19]. Therefore, in
contrast to [25], x L. Hence ( ) »Y x 0l when x <x L. Similarly, the right end function
Yr(x) grows exponentially over a distance ξ from x=1. It is clear that the only physically
relevant solution when a < 1 2 is ( ) ( ( ))r = - -x W Y x2 2l0 with ( )r a=0 and ( )r =1 0.
(Since ( )-W Y0 is a monotonically decreasing function of ∣ ∣Y with ( )- W Y 00 as Y 0, it
follows that the density ( )r x also decays over the length-scale within the bulk of the domain.)
If a > 1 2 then the left end solution ( ) ( ( ))r = - -x W Y x2 2l1 cannot match the right-hand
boundary condition, since ( )-  ¥-W Y2 l1 as Y 0l . Hence, there exists a boundary layer
on the left-hand side that matches ( )r a= >0 1 2 with a bulk solution of the form
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( ) ( ( ))r = - -x W Y x2 2l0 . Here ( ) = e-Y x Ael
Kx , with the constant A determined by

matching the solutions in the boundary layer.
The main conclusion of the above analysis is that when the delivery of vesicles to

synaptic targets is irreversible, with motor-cargo complexes injected at the left-hand side,
there is an exponential-like decrease in the distribution of synaptic vesicles along the axon as
previously observed in a model without exclusion [3], except that the decay is faster with
exclusion. This indicates that exclusion effects exacerbate the preferential delivery of cargo to
proximal synapses, see figure 3. A heuristic explanation is that particles move more slowly as
they are blocked by exclusion, and will thus be closer to the entrance when they deliver their
vesicle.

4. Reversible vesicular transport with exclusion

We now turn to our full model that combines reversible cargo delivery, exclusion effects and
different motile states. As with the simpler advection–diffusion model given by
equations (2.5a), we now have to keep track of motors with and without vesicular cargo. As
with the previous exclusion model (section 3), we assume that each particle can only carry a
single cluster of vesicles, and that exchange of vesicles is ‘all-or-none.’ We also assume that
each particle can switch between two states, a motile state ( )+ and a stationary state ( )0 .
When in the stationary state, the particle can reversibly exchange a vesicle with a synaptic
target. Again we represent the 1D track as a lattice of N sites, labeled i = 1, K, N, with lattice
spacing e = L N , where L is the length of the track. Each site is either vacant or occupied by
a particle in the motile or stationary state and with or without a vesicle. A motile particle can
hop to the right if and only if the adjacent site is vacant (free of any particles). In order to keep
track of whether or not a vesicle is bound to a particle, we specify the state of the site i in
terms of the occupation numbers { }Î+n 0, 1i

,0 and { }Î+m 0, 1i
,0 . Here =+n 1i

,0 if the ith

Figure 2. The real branches ( )-W Y0, 1 of the Lambert W function.
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site is occupied by a particle in state (+, 0) that is carrying a vesicle, whereas =+m 1i
,0 is the

corresponding case when the particle is without a vesicle. The vacancy occupation number ci
is then determined by the conservation law

c + + + + =+ +n n m m 1.i i i i i
0 0

The hopping rate of a particle is taken to be h if it is carrying a vesicle and by h if it is not. It
remains to specify the transition rates between the different internal particle states. First, a
particle can switch between the motile and stationary states with rates k so that

( ) ( ) ( )= = = =
k

k

+ +-

+

n n n n a1, 0 0, 1 . 4.1i i i i
0 0

and

( ) ( ) ( )= = = =
k

k

+ +-

+

m m m m b1, 0 0, 1 . 4.1i i i i
0 0

For simplicity, we take the transition rates to be the same whether or not a vesicle is bound to
the particle. Second, a vesicle can be reversibly exchanged with a synaptic target according to
the rates K± so that

( ) ( ) ( )= = = =
-

+

n m n m c0, 1 1, 0 . 4.1i i

K c

K
i i

0 0 0 0i

We assume that the number of vesicles ci at the ith synaptic target is sufficiently large so that
it is never depleted. Finally, particles with (without) a bound vesicle are injected on the left-
hand boundary at a rate an (am), and exit the right-hand boundary at a rate β. The various
processes are illustrated in figure 4.

Following along analogous lines to section 2, we represent the average with respect to all
histories of the stochastic dynamics by angular brackets, and denote the density of particles
with (without) a bound vesicle and in the motile state ( )+ or stationary state ( )0 by ⟨ ( )⟩+n ai

,0

(⟨ ( )⟩+m ai
,0 ). Away from the boundaries, the dynamics is described by the following system

Figure 3. Comparison of the steady state solution to equation (3.8) and the decaying
exponential seen in [3]. Parameter values are b = 0.9, e = 0.01, and a = 0.4.

J. Phys. A: Math. Theor. 49 (2016) 345602 P C Bressloff and B R Karamched

10



of equations:

⟨ ⟩
⟨ ( )⟩

⟨ ( )⟩ ⟨ ⟩ ⟨ ⟩ ( )k k

= - - - -

- - - - - + -

+

-
+ + +

+
+
+

+ +
+

+ + -
+

n

t
h n n n m m

h n n n m m n n a

d

d
1

1 , 4.2

i
i i i i i

i i i i i i i

1
0 0

1 1
0

1 1
0 0

⟨ ⟩
⟨ ⟩ ⟨ ⟩ ⟨ ⟩ ⟨ ⟩ ( )k k= - + + -+ -

+
+ -

n

t
n n K c m K n b

d

d
4.2i

i i i i i

0
0 0 0

and

⟨ ⟩
⟨ ( )⟩

⟨ ( )⟩ ⟨ ⟩ ⟨ ⟩ ( )k k

= - - - -

- - - - - + -

+

-
+ + +

+
+
+

+ +
+

+ + -
+

m

t
h m n n m m

h m n n m m m m c

d

d
1

1 , 4.2

i
i i i i i

i i i i i i i

1
0 0

1 1
0

1 1
0 0

⟨ ⟩
⟨ ⟩ ⟨ ⟩ ⟨ ⟩ ⟨ ⟩ ( )k k= - + - ++ -

+
+ -

m

t
m m K c m K n d

d

d
. 4.2i

i i i i i

0
0 0 0

At the boundaries equations (4.2a) and (4.2c) become

⟨ ⟩
⟨ ( )⟩ ⟨ ⟩

( )

a= - - - - - + - - - -
+

+ + + + +n

t
h n n n m m n n m m

a

d

d
1 1 ,

4.3

n
1

1 2 2
0

2 2
0

1 1
0

1 1
0

⟨ ⟩
⟨ ( )⟩ ⟨ ⟩ ( )b= - - - - -

+

-
+ + + +n

t
h n n n m m n b

d

d
1 , 4.3N

N N N N N N1
0 0

⟨ ⟩
⟨ ( )⟩ ⟨ ⟩

( )

a= - - - - - + - - - -
+

+ + + + +m

t
h m n n m m n n m m

c

d

d
1 1 ,

4.3

m
1

1 2 2
0

2 2
0

1 1
0

1 1
0

⟨ ⟩
⟨ ( )⟩ ⟨ ⟩ ( )b= - - - - -

+

-
+ + + +m

t
h m n n m m m d

d

d
1 . 4.3N

N N N N N N1
0 0

Finally, given these densities, the number of vesicles at the ith synaptic target is taken to
evolve according to the simple first-order kinetic scheme

Figure 4. Dynamical rules for reversible vesicular transport: hopping, switching
between motile and stationary particle states, reversible exchange of vesicles with
synaptic targets, and entry/exit rates.
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⟨ ⟩ ⟨ ⟩ ( )= -- +
c

t
K n K c m

d

d
. 4.4i

i i i
0 0

4.1. Mean-field and continuum limit

Equations (4.2a)–(4.3d) constitute a nontrivial many-body problem, since in order to calculate
the time evolution of ⟨ ⟩+ni it is necessary to know the two-point correlations ⟨ ⟩y-

+ni i1 , where
{ }y Î + +n m,i i i

,0 ,0 and similarly for ⟨ ⟩+mi . The latter obey dynamical equations involving
three-point and four-point correlations. Thus, there is an infinite hierarchy of equations of
motion. However, progress can be made by using a mean-field approximation and a con-
tinuum limit in order to derive a PDE for the densities [12, 25]. The mean-field approximation
consists of replacing two-point correlations by products of single-site averages:

⟨ ⟩ ⟨ ⟩⟨ ⟩ ⟨ ⟩ ⟨ ⟩⟨ ⟩y y y y= =+ + + +n n m m, .i j i j i j i j

Next we set e=x k , ( ) ⟨ ( )⟩r =+
+x t n t, k,0

,0 and ( ) ⟨ ( )⟩s =+
+x t m t, k,0

,0 . The continuum limit
is then defined according to  ¥N and e  0 such that the length of the track e=L N is
fixed. (We fix length scales by setting L = 1). Taylor expanding ( )r e+ x t,,0 and

( )s e+ x t,,0 in powers of ε,

( ) ( ) ( ) ( ) ( )r e r e r e r e =  ¶ + ¶ +x t x x t x t O, ,
1

2
,x xx0 0 0

2
0

3

etc, then gives to leading order in ε the following system of PDEs:

( )
( )

r
e k r k r

¶

¶
= -

¶

¶
+ -

r+
+ - +

+

t

J x t

x
a

,
, 4.50

( )
r

k r k r s r
¶
¶

= - + + -+ - + + -
t

K c K b4.50
0 0 0

and

( )
( )s

e k s k s
¶
¶

= -
¶

¶
+ -s+

+ - +
+

t

J x t

x
c

,
, 4.50

( )s
k s k s s r

¶
¶

= - + - ++ - + + -
t

K c K d. 4.50
0 0 0

The currents are

( ) r s= =r s+ ++ +J h J h, , 4.6

where for any function F,

( ) [( ) ( )] ( ) r s
e

r s r s= - - - - - ¶ - ¶ - -F F F F1
2

1 1 . 4.7x x

for r r r= + +0 and s s s= + +0 . From equations (4.3a)–(4.3d) we have the corresponding
boundary conditions

( ) ( ( ) ( )) ( ) ( ( ) ( )) ( )a r s a r s= - - = - -r s+ +J t t t J t t t a0, 1 0, 0, , 0, 1 0, 0, , 4.8n m

and

( ) ( ) ( ) ( ) ( )br bs= =r s+ ++ +J t t J t t b1, 1, , 1, 1, . 4.8
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Finally, the continuum limit of equation (4.4) is

( ) ( ) ( ) ( ) ( )r s
¶

¶
= -- +

c x t

t
K x t K c x t x t

,
, , , . 4.90 0

4.2. Fast switching limit

We now make the additional simplification that the rates k of switching between the sta-
tionary and motile states are much faster than the hopping rate and K±. This is made explicit
by performing the rescalings k k d  , where δ is a second small parameter. We can then
carry out a quasi-steady-state reduction of equations (4.5a) and (4.5b) by setting

( ) ( ) ( ) ( ) ( ) ( )r
k
k

r d r
k
k

r d= + = ++
+

+
-x t x t w x t x t x t w x t, , , , , , , ,0 0

and

( ) ( ) ( ) ( ) ( ) ( )s
k
k

s d s
k
k

s d= + = ++
+

+
-x t x t w x t x t x t w x t, , , , , , , ,0 0

with k k k= ++ -, + =+w w 00 , and + =+w w 00 . Substituting these expansions into
equations (4.5a)–(4.5d) gives

( ) ( )
( )k

k
r

d e
k
k

ed k k
¶
¶

+
¶
¶

= -
¶

¶
-

¶

¶
+ -r+ + +

+ - +
+

t

w

t

J x t

x

J x t

x
w w a

, ,
, 4.10

w
0

( ) ( ) ( )

k
k

r
d k k

k
k

s r d

¶
¶

+
¶
¶

=- +

+ - + -

-
+ - +

-
+ - + -

t

w

t
w w

K c K K cw K w b, 4.10

0
0

0 0

and

( ) ( )
( )k

k
s

d e
k
k

ed k k
¶
¶

+
¶
¶

= -
¶

¶
-

¶

¶
+ -s+ + +

+ - +
+

t

w

t

J x t

x

J x t

x
w w c

, ,
, 4.10

w
0

( ) ( ) ( )

k
k

s
d k k

k
k

s r d

¶
¶

+
¶
¶

=- +

- - - -

-
+ - +

-
+ - + -

t

w

t
w w

K c K K cw K w d. 4.10

0
0

0 0

Here r=rJ h , s=sJ h etc. Adding equations (4.10a) and (4.10b) yields

( ) ( )
( ) ( )

( )

r
e
k
k

ed
k
k

s r d
¶
¶

= -
¶

¶
-

¶

¶
+ - + -r+ -

+ - + -
+

t

J x t

x

J x t

x
K c K K cw K w

, ,
,

4.11

w
0 0

whereas adding equations (4.10c) and (4.10d) gives, on dropping ( )edO terms,

( ) ( )
( ) ( )

( )

s
e
k
k

ed
k
k

s r d
¶
¶

= -
¶

¶
-

¶

¶
- - - -s+ -

+ - + -
+

t

J x t

x

J x t

x
K c K K cw K w

, ,
.

4.12

w
0 0

Next we substitute for r¶ ¶t in equation (4.10a) using equation (4.11), substitute for
s¶ ¶t in equation (4.10c) using equation (4.12), and introduce the double asymptotic

expansions
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( )å åd e d e= + = +
+ > + >

w w w w w w, 4.13
i j i j

i j
ij

i j i j

i j
ij0 0,0

, , 0
0, 0 0,0

, , 0
0,

with = - = -+ +w w w w,0 0. The lowest order coefficients are

( )k
k

k
k

s r= -- +
+ -w K c K ,0,0 2

and

( )k
k

k
k

s r= - -- +
+ -w K c K .0,0 2

Hence, equations (4.11) and (4.12) have the leading order form

( )
( ) r

e
k
k

s r
¶
¶

= -
¶

¶
+ -r+

+ -
t

J x t

x
K c K

,
4.14

and

( ) ( ) s
e
k
k

s r
¶
¶

= -
¶

¶
- +s+

+ -
t

J x t

x
K c K

,
4.15

with

( ) ( ) k
k

d
k k
k

= + +-
-

- - +
- +⎡

⎣⎢
⎤
⎦⎥K K K cK a1 , 4.16

2

( ) ( ) k
k

d
k k
k

= + ++
-

+ - +
- +⎡

⎣⎢
⎤
⎦⎥K K K cK b1 . 4.16

2

Finally, equation (4.9) becomes

( ) ( ) ( ) ( ) ( ) r s
¶

¶
= -- +

c x t

t
K x t K c x t x t

,
, , , . 4.17

We note that if =h h , then adding equations (4.14) and (4.15) yields a hydrodynamic
equation for the total density of particles ( ) ( ) ( )f r s= +x t x t x t, , , identical in form to the
TASEP (after rescaling):

( ) ( ) ( )f t
t

e
t¶

¶
= -

¶
¶

x J x

x

, ,
, 4.18

with

( ) ( ) ( ) ( )( ( )) ( ) ( )t t t f t f t
e f t

= + = - -
¶

¶
r sJ x J x J x x x

x

x
, , , , 1 ,

2

,
, 4.19

and boundary conditions

( ) ( ( )) ( ) ( )a f bf= - =J t t J t t0, 1 0, , 1, 1,

The rescalings are

( )t e
k
k

a
k
k

a a= = + = =+

+
t h h, , 1.m n

4.3. Steady-state analysis

We now establish that a uniform, steady-state distribution of synaptic vesicles occurs when
= =h h 1. The steady-state equations are
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( ) ( )
( )

( )



r
s

= -

+
c x

K x

K x
a, 4.20

( ) [( ) ] ( )f r
e

f r r f- - - ¶ + ¶ = r b1
2

1 , 4.20x x

and

( ) [( ) ] ( )f s
e

f s s f- - - ¶ + ¶ = s c1
2

1 . 4.20x x

Here r and s are constant nonequilibrium currents for the ρ and σ particles. Adding
equations (4.3b) and (4.3c) yields the steady-state version of the TASEP equation (4.18):

( ) ( )f f
e f

- - =
x

1
2

d

d
, 4.21

with   = +r s. From the boundary conditions (4.8a) and (4.8b), it follows that

   
ka
k a

ka
k a

= =r s
+ +

, ,n m

and, hence, equations (4.3b) and (4.3c) have the solution

( ) ( ) ( ) ( ) ( )r
ka
k a

f s
ka
k a

f= =
+ +

x x x x, . 4.22n m

Finally, substituting this solution into equation (4.3a), yields the constant vesicular
distribution

( ) ( )



a
a

= = -

+
c x c

K

K
. 4.23n

m
0

Since both densities ( )s x and ( )r x are proportional to the steady-state solution of the
standard TASEP, it is worthwhile briefly recapping the well-known properties of the latter
[1, 17]. This will be useful when comparing the corresponding profiles when ¹h h . Setting

f= -q 1 2, the steady-state current equation (4.21) takes the form (after absorbing the
factor of 2 into ε)

e = - = -
q

x
v q v J

d

d
,

1

4
.2 2 2

0

It follows that for >v 02

( )( )òe - +
= -

q

v q v q
x x

d
,0

where x0 is an integration constant. Using partial fractions, we find that

( )+
-

= e-v q

v q
e ,v x x2 0

which on rearranging yields the density profile

( ) ( ( ) ) ( )f e= + -x v v x x
1

2
tanh , 4.240
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with v 0. On the other hand, if <v 02 then we have

∣ ∣òe +
= -

q

v q
x x

d
.

2 2 0

Under the change of variables ( )=q ucotan , we can evaluate the integral and find that

( ) ∣ ∣ (∣ ∣( ) ) ( )f e= + -x v v x x0.5 cotan . 4.250

The two unknown parameters J x,0 0 can be determined in terms of a b, by imposing the
boundary conditions at =x L0, . As is well known, three distinct phases can be identified
[1, 17] (see figure 5(d)):

(i) A low density phase in which the bulk density is smaller than 1/2, »x 10 and >v 02 .
Since e 1, we see from equation (4.24) that ( )f » -x v0.5 for all <x x0. In
particular, at the left-hand boundary ( )a + =v J0.5 0, which can be rewritten as

a= -v J 0.50 . Squaring both sides and using the definition of v gives, to lowest order
in ε,

Figure 5. Steady state solutions of total density f in the different phases with e = 0.01
and L=1. (a) Plot of f in the HD phase for a = 0.9 and b = 0.3. (b) Plot of f in the
LD phase for a = 0.1 and b = 0.6. (c) Plot of f in the MC phase for a b= = 0.7. (d)
Mean-field phase diagram for the TASEP showing the regions of a b, parameter space
where the low-density (LD), high-density (HD) and maximal-current (MC) phases
exist.
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( ) ( )f a a a a= = - <J0 , 1 , 1 2.0

The other boundary condition becomes

( ( ) )
b

e
a=

+ -
>

+
=

J

v v L x

J

v0.5 tanh 0.5
.0

0

0

In order to satisfy this boundary condition, there is an ε-wide boundary layer at x=L
with ( )e- =L x O0 .

(ii) A high density phase in which the bulk density is larger than 1/2 and »x 00 . Hence,
( )f » +x v0.5 in the bulk of the domain and at the right-hand boundary we have
( )b + =v J0.5 0. Following along similar lines to the low density case, we deduce that

( ) ( )f b b b b= - = - <L J1 , 1 , 1 2,0

and b a< . There is now a boundary layer around x=0 in order to match the rate α.
The two phases coexist along the line a b= < 1 2.

(iii) A maximal current phase. In the region a b> >1 2, 1 2, we require >J 1 40 so that
<v 02 . It turns out that the current takes the form ( )e= +J O L0.250

2 2 , that is, it is
very close to the maximal value of function ( )f f-1 . This follows from the observation
that the solution (4.25) will blow up unless ∣ ∣( ) e p< - <v x x0 0 for all [ ]Îx L0, .
This implies that ( )e= -x O0 and ∣ ∣ pe<v L. Under these conditions, equation (4.25)
ensures that ( )f »x 0.5 in the bulk of the domain. The precise values of v and x0 are then
adjusted so that the boundary conditions at =x L0, are satisfied:

( ) ( )f a= - >0 1 1 4 0.5 and ( ) ( )f b= <L 1 4 0.5. Also note away from the left-
hand boundary, we have (∣ ∣( ) ) (∣ ∣ )e e- »v x x v xcotan 0 so that

( )f e~ +x x0.5 .

In deriving equations (4.14) and (4.15), we first adopted the mean-field approximation
used to study TASEP models with single internal states [12, 25], and then carried out an
adiabatic approximation in the fast switching limit. If these approximations are valid, then we
expect numerical simulations of the full stochastic model to generate a total motor density
profile f that converges to the classical TASEP density in the limit k  ¥ for =h h . This
is indeed found to be the case as illustrated in figure 6(c). We can see that the profile of f for
fast switching in the maximal current parameter regime resembles the profile for the classic
TASEP model. However, as the switching slows down, the profile deviates from the TASEP
curve. Nevertheless, this does not have a significant effect on the distribution of synaptic
vesicles, since c is still approximately uniform, see figure 6. Interestingly, it has been shown
in [33, 34] that standard mean field theory can break down for a model in which particles
switch between motile and stationary states, due to statistical correlations between motile and
stationary occupation numbers. Numerically , we find that this does not present a problem for
our particular model when the system operates in a regime where the switching rates k
between the motile and immotile states of the motors are fast compared to the hopping rate h
and rates of exchange of vesicles between motors and synapses K±.

Note that figure 6 and subsequent numerically generated figures are obtained using a
continuous-time Monte Carlo algorithm based on the Gillespie algorithm [6, 35] and the
dynamical rules elucidated in figure 4. Individual particles carrying cargo that are bound to a
microtubule can move to the adjacent site at a rate h provided the adjacent site is unoccupied.
Particles not carrying cargo but bound to a microtubule can move to the adjacent site provided
it is empty at a rate h . Individual particles may bind and unbind from a microtubule at the
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rates k and particles unbound from microtubules may deliver vesicles at a rate -K or recover
them at a rate +K . We collect statistics from the system once it has reached steady state. To
ensure it has reached steady state, we neglect the first 108 steps and collect statistics on the
subsequent 108 steps.

4.4. Disparity in hopping rates

In the case where ¹h h , adding together equations (4.14) and (4.15) yields

f
e

¶
¶

= -
¶

¶
+

¶
¶

r s⎡
⎣⎢

⎤
⎦⎥t

J

x

J

x
,

which cannot be easily analyzed. Nevertheless, the time evolution of the system can be
understood by performing Monte Carlo simulations of the full stochastic model as
summarized above. We find that the value of º -H h h alters the nature of the distribution
of vesicles along the axon. This is illustrated in figures 7–9, which correspond respectively to
the LD, HD and MC phases for f in the limit = =h h 1. In each figure, we plot the density
profiles of r s f, , and c for various hopping rates < =h h 1. It can be seen that in each case,

Figure 6. Effect of slowing down the switching rates between motile and immotile
states on concentration profiles when TASEP limit is in a maximum current phase
(dashed curve of (c)). Plots of (a) ρ, (b) σ (c) total motor density f, and (d) and synaptic
vesicle density c for various switching rates k k=- +. Other parameter values are
a a b= = = = = =K h h0.8, 0.8, 0.5, 1n m , and N=100.
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as h decreases (H increases), the distribution c of synaptic vesicles along the axon develops an
exponential-like decay with respect to x. This reflects the fact that the ratio ( ) ( )r sx x is no-
longer x-independent. When =h h the synaptic vesicle concentration is uniform, ( ) =c x 1
We conclude that achieving synaptic democracy is also dependent on the motility of the
motor-cargo complexes relative to the motility of the particles without vesicles. In all the
stochastic simulations we take h, the hopping rate of vesicle-bound particles, to be at most h ,
the hopping rate of particles without vesicles, which corresponds to the intuition that the
former would naturally move slower than the latter due to the added load. Hence, there is a
correlation between the value of h and the specific type of cargo being delivered. If, for
example, the cargo of a motor is too large, then we expect h h , and the distribution of the
given cargo along the axon may not be uniform. On the other hand, if the cargo is relatively
small, then »h h and synaptic democracy can be achieved. Analogous results were found in
[3] for the simpler model without exclusion.

5. Relationship to other exclusion process models

Equations (4.14) and (4.15) closely resemble the hydrodynamic equations that arise in
modeling processes that account for exclusion effects as well as internal states. For example,

Figure 7. Effect of disparity in hopping rates on concentration profiles when TASEP
limit is in a low density phase. Plots of (a) ρ, (b) σ (c) total motor density f, and (d) and
synaptic vesicle density c for various hopping rates  =h h 1. Other parameter values
are a a= = 0.4m n , b = 0.7, =K 0.5, k = 10, and N=100.
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Reichenbach et al [27, 28] allow for particles in each lattice site to exist in one of two internal
‘spin’ states, see figure 10. Particles with opposite spins can occupy the same lattice point and
can move to the next lattice site at a prescribed rate provided the adjacent site is not already
occupied by another particle of the same spin state. Hence, each particle respects the Pauli
exclusion principle. Another common interpretation for these internal states is that of a car
traveling on one lane of a two-lane highway. In this context, each lattice site corresponds to a
segment of the highway, and thus can be occupied by two cars so long as they are not on the
same lane. In either of the interpretations, particles are allowed to switch states provided they
are alone in occupying a given site. Note that the effects of exclusion on collective vesicle
transport has also been analyzed by Muhuri and Pagonabarraga. They consider the case of
bidirectional transport in which particles can reverse direction and reversibly bind to the
filament [22]. However, the authors do not separately model vesicles and molecular motors.

In our work, we provide a new biophysical example of internal states within the context
of exclusion processes. The full model without the application of the adiabatic approximation
consists of particles in one of four internal states: (i) a motile particle bound to the track and
carrying a vesicle, (ii) a motile particle bound to the track without a vesicle, (iii) a stationary
particle unbound from the track but carrying a vesicle, and (iv) a stationary particle unbound
from the track without a vesicle. One important difference between the spin and traffic models

Figure 8. Effect of disparity in hopping rates on concentration profiles when TASEP
limit is in a high density phase. Plots of (a) ρ, (b) σ (c) total motor density f, and (d)
and synaptic vesicle density c for various hopping rates  =h h 1. Other parameter
values are a a= = 0.9m n , b = 0.1, =K 0.5,k = 10, and N=100.
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and ours lies in the definitions of the currents in each model. In spite of the existence of two
internal states in the two-lane traffic traffic and spin models, the currents are nevertheless the
same as seen in standard TASEP models. That is, if ( )r x t,i is the density of a particle in the
ith internal state, its current is given by, for example, an expression of the form ( )r r-1i i .

Figure 9. Effect of disparity in hopping rates on concentration profiles when TASEP
limit is in a maximum current phase. Plots of (a) ρ, (b) σ (c) total motor density f, and
(d) and synaptic vesicle density c for various hopping rates  =h h 1. Other
parameter values are a a= = 0.9m n , b = 0.7, =K 0.5, k = 10, and N=100.

Figure 10. Dynamical rules for an exclusion model with two internal spin states
[27, 28]. Particles in up (down) states enter with rates a (a), move unidirectionally to
the right with hopping rate h, flip spin state at a rate κ, and leave the system at rates b

(b). Pauli’s exclusion principle holds at every lattice site.
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This arises from the fact that double occupation of a single lattice site is allowed provided
each particle exists in a different internal state. In our model, currents take a more restrictive
form, since a motor can only hop to the adjacent site if it is completely unoccupied. Hence,
the currents in our model have the form shown in equation (4.7). Differences in the currents
persist when we use an adiabatic approximation to reduce the full model to a model with two-
internal states (particles with or without a vesicle).

6. Discussion

In this paper, we investigated the biophysical machinery involved in maintaining synaptic
democracy in axons. In particular, we generalized the results found in [3] by examining the
effects of exclusion on the distribution of synaptic vesicles along an axon. For both the
irreversible and reversible delivery cases, we modeled the dynamics of motor-cargo com-
plexes in terms of the equations of motion for the average occupation numbers at each site on
a 1D lattice. By invoking the mean field approximation, we derived a system of hydro-
dynamic equations which were used to determine the steady state distributions of both motor-
cargo complexes and synaptic vesicles. In the irreversible case, we found that exclusion
exacerbates the preferential delivery of vesicles to synaptic sites near the soma. In the
reversible case, we performed an adiabatic approximation on the system of hydrodynamic
equations by assuming that switching between internal states is fast compared to ballistic
dynamics. We found that the steady state distribution of vesicles is now approximately
uniform, provided that the speed of a particle is only weakly dependent on whether or not it is
carrying a vesicle.

There are a number of issues we wish to explore in future work. One assumption we
made was that each motor-cargo complex only carried one SVP, and that the underlying
complex persists when the SVP is delivered. A more realistic scenario is to allow each
complex to carry multiple SVPs, so that there is reversible exchange of vesicles between a
persistent complex and a target [21]. Some modeling work has been done in this area using
aggregation theory and a modified version of the well-known Becker–Doring equations [4],
but exclusion effects were not taken into account. Another important generalization would be
to investigate what happens when we allow for bidirectional motor transport. There is con-
siderable debate in the literature regarding the most likely mechanism for bidirectional
transport [29–31]: (a) an asymmetric tug-of war model involving the joint action of multiple
kinesin and dynein motors pulling in opposite directions; (b) a symmetric tug-of-war model
where all the motors are of the same type, but they are distributed on microtubules of opposite
polarity; (c) a hopping model, in which the whole motor-cargo complex hops between
microtubules of opposite polarity; (d) some form of coordination complex that controls the
switching between different motor species. Yet another extension of our work would be to
explore the effects of heterogeneity where, for example, the distribution and size of synaptic
targets are not uniform. Finally, we hope to investigate the impact of exclusion effects on
other biological processes that involve axonal transport. For example, we recently developed
a mathematical model of a molecular motor-based axonal length sensing mechanism using
delay differential equations and advection–diffusion PDEs [32], but did not incorporate
exclusion effects.
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Appendix

In this appendix, we show some simulation results that provide evidence for the convergence
of the profiles to their respective steady states. We focus on the results from figure 8. We
show plots that provide snapshots of the system as it progresses through time up to 1010 time
steps. For h=0.75 all the curves appear to converge by 106 time steps, as running the system
longer does not drastically change the profiles (see figure 11). This is further illustrated by

Figure 11. Left column: profiles of ρ, σ, and vesicle density ( )c x t, after the Gillespie
algorithm has run for the specified number of time steps for h=0.75. Right column:
blowup of the curves at large times. Other parameter values are as in figure 8.
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zoomed in plots. Note that the plots for h=0.01 converge more slowly, but 108 steps appears
sufficient (see figure 12).
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