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Sets & Numbers

Sets

A set is a collection of objects. For example, the set of days of the week is
a set that contains 7 objects: Mon., Tue., Wed., Thur., Fri., Sat., and Sun..

Set notation. Writing {2, 3,5} is a shorthand for the set that contains the
numbers 2, 3, and 5, and no objects other than 2, 3, and 5.

The order in which the objects of a set are written doesn’t matter. For
example, {5,2,3} and {2,3,5} are the same set. Alternatively, the previous
sentence could be written as “For example, {5,2,3} ={2,3,5}.”

If B is a set, and x is an object contained in B, we write x € B. If x is not
contained in B then we write x ¢ B.

Examples.
e5c {235}
e 1¢1{2,3,5}

Subsets. One set is a subset of another set if every object in the first set is
an object of the second set as well. The set of weekdays is a subset of the set
of days of the week, since every weekday is a day of the week.

A more succinct way to express the concept of a subset is as follows:

The set B is a subset of the set C' if every b € B
is also contained in C'.

Writing B C (' is a shorthand for writing “B is a subset of C'”. Writing
B ¢ C is a shorthand for writing “B is not a subset of C'”.

Examples.
e {2,3} C{2,3,5}
e {2,3,5} ¢ {3,5,7}, because 2 € {2,3,5} but 2 ¢ {3,5,7}

Set minus. If A and B are sets, we can create a new set named A — B
(spoken as “A minus B”) by starting with the set A and removing all of the

objects from A that are also contained in the set B.
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Examples.

i {17778} - {7} - {178}
o {1,2,3,4,5,6,7,8,9,10} — {2,4,6,8,10} = {1,3,5,7,9}

Numbers

Among the most common sets appearing in math are sets of numbers.
There are many different kinds of numbers. Below is a list of those that are
most important for this course.

Natural numbers. N={1,2,3,4,...}
Integers. Z ={...,—2,-1,0,1,2,3,...}

Rational numbers. Q is the set of fractions of integers. That is, the
numbers contained in Q are exactly those of the form = where n and m are
integers and m # 0.

For example, % € Q and I—g € Q.

Real numbers. R is the set of numbers that can be used to measure a
distance, or the negative of a number used to measure a distance. The set of
real numbers can be drawn as a line called “the number line”.

b

A i i 2
L b 1) L]

-3 -2 -1 o 1 7 2 3w R

<N

v/2 and 7 are two of very many real numbers that are not rational numbers.

(Aside: the definition of R above isn’t very precise, and thus isn’t a very good
definition. The set of real numbers has a better definition, but it’s outside
the scope of this course. For this semester we’ll make due with this intuitive
notion of what a real number is.)

Numbers as subsets. Notice that any natural number is also an integer.
That is, N C Z.

3



Also notice that any integer can be written as a fraction: 4 = =, and

—15 = ’Tl‘r’, for examples. Therefore, any integer is a rational number. That
is, Z C Q.

Rational numbers can be used to measure distances, so any rational number
is a real number. That is, Q C R.

Altogether we have that

NCZCQCR



Exercises

Decide whether the following statements are true or false.
1.) 3€{7,4,-10,17,3,9,67}
2.) 4 € {14,44,43,24}

3) s€Z

4) —=5eN

5.) =1 eQ

6.) —37€Z

7.) 5€R—{4,6}

8.) {2,4,7} € {-3,2,5,4,7}
9.) {2,3,5} C{2,5}

10.) {2,5,9} € {2,4,9}

11.) {-15,3, 7} CR

12.) {-15,3, 7} CQ

13.) {—2,3,0} C N

14.) {-2,3,0} CZ

15.) {+/2,271} C R

16.) {2,271} CQ



Rules for Numbers

The real numbers are governed by a collection of rules that have to do with
addition, multiplication, and inequalities. In the rules below, z,y,z € R. (In
other words, z, y, and z are real numbers.)

Rules of addition.
o (x+y)+ 2=+ (y+2) (Law of associativity)
e r +y =1y -+ (Law of commutativity)
e r + 0 =z (Law of identity)
e —z +x =0 (Law of inverses)

Rules of multiplication.
e (ry)z = z(yz) (Law of associativity)
e vy = yr (Law of commutativity)
e 1 =z (Law of identity)
o If  # 0 then 1z =1 (Law of inverses)

Distributive Law. There is a rule that combines addition and multiplica-
tion: the distributive law. Of all the rules listed so far, it’s arguably the most
important.

o 2(y+ 2) = zy + xz (Distributive Law)

X i('ad-é) =4 x'g X7

«a.+z 'ﬁ 2



Here are some other forms of the distributive law that you will have to be
comfortable with:

o (y+z2)x=yx+zx

o r(y—2)=uay—uzz

o (x+y)(z+w)=zz+2w+yz+yw

o r(y+z+w)=1ay+rz+aw

e x(y1+yatys+ - +un) =2y +ay2 + Y3+ TYn

Examples. Sometimes you’ll have to use the distributive law in the “for-
wards” direction, as in the following three examples:

e 3(y+z2)=3y+3z
o (—2)(4dy — 5z) = (—2)4y — (—2)52 = =8y + 10z
e 2(3x — 2y +4z2) = 6z — 4y + 8z

Sometimes you’ll have to use the distributive law in “reverse”. This process
is sometimes called factoring out a term. The three equations below are
examples of factoring out a —4, factoring out a 3, and factoring out a 2.

o —dy—4dz=—4(y+2)
e 3z + 6y = 3(z + 2y)
e 10z — 8y + 4z = 2(5x — 4y + 22)

In addition to the algebra rules above, the real numbers are governed by
laws of inequalities.

Rules of inequalities.
elfr>0andy>0thenx+y >0
o If x >0 and y > 0 then xy > 0
e If x € R, then either x > 0, or x <0, or x =0



Intervals

The following chart lists 8 important types of subsets of R. Any set of one
of these types is called an interval.

Name of Those x € R
interval contained drawing of interval
in the interval

[a, b] a<x<b T e
a b

(a,b) a<x<b e = e
o b

[a,b) a<w<b e L SN
o b

(a, 0] a<r<bh ORI ————)
* b

[, 00) @< e
® |

(a,00) a<x é—emmmmm

(—00,b) r<b G AR




Notice that for every interval listed in the chart on the previous page, the
least of the two numbers written in the interval is always written on the left,
just as they appear in the real number line. For example, 3 < 7, so 3 is
drawn on the left of 7 in the real number line, and the following intervals
are legitimate intervals to write: [3,7], (3,7), [3,7), and (3,7]. You must not
write an interval such as (7, 3), because the least of the two numbers used in
an interval must be written on the left.

Similarly, (0o, 2) or [5, —o0) are not proper ways of writing intervals.

Notice that in all of the examples of intervals, round parentheses next
to numbers correspond to less-than symbols < and are drawn with little
circles. Squared parentheses next to numbers correspond to less-than-or-
equal-to symbols < and are drawn with giant dots. A little circle drawn on
a number means that number s not part of the interval. A giant dot drawn
on a number means that number s part of the interval.



Exercises

Decide whether the following statements are true or false.
1.) 5x + 5y = 5(x + y)

2) 3z +y=3(+y)

3.) 4z — 6y = 2(2x — 3y)

4) 24+ Ty="T7(x+y)

5.) 36x — 9y + 81z = 3(12z — 3y + 9z)
6.) 2 € (2,5]

7.) 0 € (—4,0]

8.) —3¢[-3,1)

9.) 156,345,678 € (—1, 00)

10.) 2 € (—o0, —3]

11.) [7,10) C [7,10]

12.) [-17,00) C (—17,00)

13.) (—4,0] C [-4,0)

14.) (—00,20] C (—o0, —T]

15.) [0,00) CR — {x}

16.) {3,10,7} C (2,8)

17.) {0,2,2,v2} C [0, 00)

10



For #18-21, match the numbered interval with its lettered picture.

18.) [3,5] 19.) (3,5 20.) [3,5) 21.) (3,5)
A)) B.)
——oiiiii—— R ————
2 3 4 5 ¢ 2 3 4 5 ¢
C.) D.)
——— GO oG
2 3 4 5 £ 2 3 4 5 (£

For #22-25, match the numbered interval with its lettered picture.

22)  [4,00) 23)  (4,00) 24) (=00, 4] 25.) (—o0,4)
A) B.)
T2 s wsey e
C) D.)
- > 3 G
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Solving Some Simple Equations

You probably already know how to solve the equations that we’ll see in this
section. The point of this section isn’t to learn how to solve these equations,
but rather to focus on a method for solving these equations that will be
helpful for us later in the semester.

First example. Let’s begin with the equation x + 2 = 3. To solve this
equation, we want to isolate the variable x on one side of the equal sign, and
to have a known number on the other side of the equal sign (a known number
like 4, %, or 7, but nothing with an z or a y etc.).

To isolate the x, we’ll want to “erase” the +2. You can erase a +2 by
writing its “opposite” on the other side of the equation. The opposite of

adding 2 is subtracting 2. That means
rT=3—2

In other words,
r=1

Second example. Let’s solve 3z = 6. To isolate the variable x, we can erase
multiplication by 3 if we write its opposite—division by 3—on the other side
of the equation. That is,

More simply,

Third example. To isolate x in the equation 4x + 1 = 8, we’ll have to erase
multiplication by 4 and adding 1, and the order in which we perform those
two tasks matters. Always start with what happens to x LAST.

Let me explain. If you are given a number to use for x, say if x = 3, what
would you do to find 4x + 17 First you would multiply x by 4, then you
would add 1. Multiply by 4 happens first. What happened last was adding
1. We always start by erasing what happened last.

So, take 4xr + 1 = 8, and erase +1 by writing —1 on the other side of the
equation:

dr =8 —1

12



which is
4oy =7

Now erase the multiplication by 4 by writing division by 4 on the other side
of the equation:

7

r=-

4
Fourth example. In the equation 2z — 3 = 5, the first thing that happens
to x is that it is multiplied by 2. The second, and last, thing that happens is

subtraction by 3.
Start by erasing what happened last:

20 =5+3 =28
Then erase the multiplication by 2:

8
r=-=4
2

13



Functions

A function is a way of describing a relationship between two sets.

To have a function we first need two sets, so lets suppose that D and T
are sets. Then a function is something that assigns every x € D to a single
object in T'.

D is called the domain of the function, and T is called the target of the
function. We usually assign names to our functions — though usually simple
and generic names — like g, for example. Naming the function lets us give
a specific name to the object in the target that the function assigns to an
object in the domain as follows:

If x € D, then g(x) € T is the object that g assigns to x.

Writing the symbols
g:D—=T

is a shorthand for writing that ¢ is a function that assigns every z € D to
a single object in T'.

14



Example 1. f: N — R where f(n) = 2"

f3)
()

l
SRLSEINY
Il

2.2=38
2

2:-2-2
2:2-2-2=16
2

/\
v

Example 2. g : R — R where g(z) = 32 — 4

.mm:32 4=2
¢ g(-1) =3 (-1) —4=-3-4= T

Example 3. Constant functions are functions that assign every object in
the domain to the same object in the target. For example, h : R — R where

h(z) = 3.

Example 4. The identity function is the function that assigns every object
in the domain to itself. (To have an identity function, the domain and target
have to be the same set.) Identity functions are important enough that they
get to have a name that is reserved only for identity functions: id. In other
words, the identity function is described by

id : R — R where id(x) =

(Sometimes it will make sense for us to use a different domain for the
function ¢d, but that’s mostly a cosmetic change; it doesn’t affect the way
the function acts.)

Not a function 1.
Assign to every n € N the number x € R such that 22 = n.

Not a function II.

- 3
Assign to every x € R the real number —=.

Question: Why aren’t the two examples above functions?

15



Exercises

Suppose f : N — R is defined by f(n) = #
1.) What is f(5)7

2.) What is f(10)?

Suppose g : R — R is defined by g(z) = %;Q_—flﬂ
3.) What is ¢g(1)?

4.) What is g(—3)?

Suppose h : R — R is defined by h(x) = 14.

5.) What is h(0)?

6.) What is h(%)?

7.) What is id(15)7

8.) What is id(—4)?

You have a stubborn puppy who won’t come when she’s called unless you
give her three puppy treats.

9.) How many puppy treats do you need to bring with you on a walk if you
expect to call the puppy seven times?

10.) How many puppy treats do you need to bring with you on a walk if
you expect to call the puppy ten times?

What’s the domain and target of this “puppy function”?
16



Discrete Mathematics
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Sequences

A sequence is an infinite list of numbers.
Sequences are written in the form

ai, az,as, a4, ...

where a1 € R, and a2 € R, and a3 € R, and a4 € R, and so on.

A shorter way to write what’s above is to say that a sequence is an infinite

list
ai, as,as, ay, ... with a, € R for every n € N.

A sequence is different from a set in that the order the numbers are written
is important in a sequence. For example, 2,3,4,4,4,4,4,4, ... is the sequence
where a; = 2, as = 3, and a,, = 4 if n > 3. This is a different sequence than
3,2,4,4,4,4,4.4, ...

1,2,1,2,1,2,1,2,1,2,1,2, ... and 2,1,2,1,2,1,2,1,2,1,2,1, ... are also dif-
ferent sequences. The former is the sequence with a, = 1 if n is odd and
a, = 2 if n is even. The latter is the sequence with a, = 2 if n is odd and
a, = 1 if n is even.

Arithmetic sequences

An arithmetic sequence is a sequence ap, as, as, ... where there is some num-
ber d € R such that

Apt1 = Qp + d

for every n € N.

Examples.

e If ay = —10 and a,,.1 = a, + 5, then the sequence a1, as, ag, ... is

~10,-5,0,5, 10, 15, 20, 25, ...

e Each number in the sequence 3, 13,23, 33,43,53,... is 10 more than

the term directly preceding it. Therefore, it is an arithmetic sequence with
18



d = 10. If you're already convinced of this, that’s all you need to do. You
don’t have to check it any further.
If you're not convinced of that, let’s check that it’s true: The sequence starts
with 3, so a1 = 3. The second number in the sequence is 13, so as, = 13.
The definition of an arithmetic sequence states that as = a1 4+ d, and we're
checking that d = 10 works for this example. That means that we have to
check that

13=3+10

and of course it does, so our formula that a,,.1 = a,, + 10 works when n = 1.

Also, a3 = 23 and as + 10 = 13 4+ 10 = 23, so ag = as + 10 which is to say
that a,,1 = a,, + 10 when n = 2.

Notice too that ay = 33 and a3 + 10 = 23 4+ 10 = 33, so a,+1 = a, + 10
when n = 3.

Similarly, a; = 43 and a4 + 10 = 33 + 10 = 43, so a,+1 = a, + 10 when
n = 4.

Finally, ag = 53 and a5+ 10 = 43+ 10 = 53, so a,+1 = a, + 10 when n = 5.

We have now competed our check that 3,13,23,33,43,53,... is an arith-
metic sequence, since a,+1 = a, + 10.

(We really haven’t checked that a, 1 = a,, + 10 for every n € N, but we've
checked it for every n that we possibly could have checked it for, given that we
are only told the first six numbers of the sequence. If ever someone writes the
first few terms of a sequence, and those first few terms follow an arithmetic
pattern, they mean to imply that that pattern will continue forever. Thus,
you only ever have to check the numbers of the sequence that were given
explicitly to determine if the entire sequence is arithmetic or not.)

e 6,3,0,—3,—6,—9,—12,... is an arithmetic sequence because each
number in the sequence is 3 less than the number directly preceding it. That
is, a,41 = a, — 3, which is the same as a, .1 = a,, + (—3). So in this example,
d= —3.

Geometric sequences

A geometric sequence is a sequence a1, as, as, ... where there is some number

r € R such that
19



for every n € N.

Examples.
e If ey = 4 and a,,1 = 3a,, then the sequence aq, as, as, ... is
4,12, 36,108, ...
The first number is 4, and each of the other numbers in the sequence is 3

times the number that directly precedes it.

e Fach number in the sequence 8,32, 128,512, ... is exactly 4 times the
number directly preceding it. To check that, notice that

32 = 4(8),
128 = 4(32), and
512 = 4(128).

Since each number is 4 times the number before it, 8, 32,128,512,... is a
geometric series with » = 4. That is, a,+1 = 4a,,.

e An important kind of geometric sequence is one where a, 1 = ra,
for a number r» with 0 < r < 1. Then each number in the sequnce will be
smaller than the numbers that came before it. For instance, a; = 8 and

r = % describes the geometric sequence that starts with 8, and such that

111
195 418
e The geometric sequence with a; = 5 and r = —21is 5, —10, 20, —40, 80, ...

every number is half of the number that came before it: 8,4,2,1

Predicting numbers in an arithmetic sequence
Let’s suppose that aq,as, as... is an arithmetic sequence. Then for some
d € R, the equation a,,1 = a, + d holds for every n € N. If we let n = 1 then
ar = a; +d

If n = 2 then
a3:a2+d:(a1+d)+d:a1+2d

20



If n =4 then
CL4=CL3—|-d= (a1+2d)+d:a1+3d
If n =4 then
as =as+d= (a1 +3d)+d=a; +4d
We could continue this forever, but there’s no need to because there is a
pattern emerging. That pattern is

ap =a;+ (n—1)d

Examples.
e What is the 201% number in the sequence —10, —5, 0, 5, 10, 15, 20, 25, ...7
We saw before that a; = —10 and a,.1 = a,, + 5. Hence,

az = a; + (201 — 1)5 = a; + (200)5 = —10 + 1000 = 990

e What is the 27" number in the sequence 3, 13,23, 33, 43,53, ...7
Because a; = 3 and a,1 = a, + 10,

ayr = a1 + (27 — 1)10 = 3 + (26)10 = 263

e The 14" number in the sequence 6,3,0, —3, —6, —9, —12, ... is
6+ 13(—3) = —33

Predicting numbers in a geometric sequence

If a1,a9,a3... is a geometric sequence then there is an r € R such that
an,+1 = ra, for all n € N. Using this formula we see that

o = Taq

as = ray = r(ra;) = r’a;

ay = rag = 7“(7“2@1) = r3a,

3 4

as =raqy =r(r'a)) =r-a

21



Examples.
e What is the 7" number in the sequence 4,12, 36, 108, ...?
a1 = 4 and a,1 = 3a,, SO

ar =37 Va =354 = (729)4 = 2916

e What is the 14" number in the sequence 8,4, 2,1, 1 i, %...?

)99
A
4= (5) ~ 1024

Sequences as functions

Let’s go back to the definition of a sequence. A fancier way to define a
sequence is to say that it is a function whose domain is N and whose target
is R, because a sequence assigns to every natural number n a single real
number, namely a,,.

Like many functions, sequences are sometimes described using explicit for-
mulas.

Examples.

e Suppose that aq, as, as, ... is a sequence that is defined by the formula
a, = 25n°. Then
aro = (25)10* = (25)100 = 2500

e If a sequence is defined by the formula b,, = ?—Jrlf’ then
_T+13 20 5

by

22



Exercises

Decide whether the following six sequences are either arithmetic, geometric,
or neither.

1.) 2,7,14,28,.

2. —-7,-3,1,5,..
4.) 2,3,4,5,6,.

D.

)
) —
3.) 3,-3,3,-3,3,.
)
) 1,6,12,24, .

6.) 1000, 100, 10,1,ﬁp.“

In the next four problems you are given an arithmetic sequence. For each
one, what is aq, and what is the number d such that a, .1 = a, + d?

7.) —1,4,9,14, ...

8.) 2,—10,—22, —34, ...
9.) 17,15,13,11, ...
10.) 3,7,11,15, ...

In the next four problems you are given a geometric sequence. For each one,
what is a1, and what is the number r such that a, .1 = ra,?

11.) 15, g g

12.) 2

13.) — —125, —625, .
14.) 4,-8,16, 32,64, .

The next three problems involve arithmetic sequences.

15.) What is the 301*® number in the sequence 10, 16,22, 28, ...7
23



16.) What is the 4223 number in the sequence 5,7,9,11,...?
17.) What is the 5224"™ number in the sequence 4,1, —2, -5, ...7

Arithmetic sequences don’t grow very fast, so it’s a doable problem in most
cases to find future numbers in a sequence. For example, if you are asked
to find assrsss4 in an arithmetic sequence where a,.1 = a, + d, the main
computational step is to find (327853)d. If you know what d is, you could
probably do this by hand. If not, a calculator could certainly do this.

In contrast, it is difficult to find large powers of a number. Powers of
numbers greater than 1 tend to be so large that calculators can’t display the
number on their screen, even if they could calculate them. For example, if you
are dealing with a sequence where a,.1 = ra,, then to find aso7g54 involves
finding 3273, That’s a really, really big number, even if 7 isn’t so big. For
example if r = 3, then 327853 = 33273 and hand-held calculators won’t be
able to help you with that.

So for the next three problems, you are asked to find numbers in the se-
quence, but because they are geometric sequences, you are only asked to find
some of the first few numbers in the sequences.

18.) What is the 7" number in the sequence 54,18, 6,2, ...7
19.) What is the 6 number in the sequence —11,22, —44, 88, ...7
20.) What is the 8™ number in the sequence 2000, 200, 20, 2, ...?

The last three problems deal with sequences that are defined using explicit
equations.

21.) Suppose the sequence aq, as, as, ... is defined by a,, = 3n —4. Find as.

22.

23.) Let by, by, b3, ... be the sequence where b,, = ”2:1. Find byy.

25.) If ¢1, ¢, c3, ... is the sequence ¢, = (3 —n)(n + 2), what is cg?

26.

)
)
3.)
24.) Find bs.
)
) What is c10?

24



Sums & Series

Suppose ay, ag, ... 1s a sequence.
Sometimes we’ll want to sum the first £ numbers (also known as terms)
that appear in a sequence. A shorter way to write a; +as +as+---+ay is as

k
D
i=1

There are four rules that are important to know when using > . They are
listed below. In all of the rules, ai,as,as, ... and by, bs, b3, ... are sequences
and c € R.

k
Rule 1. cZai = ZCCM
i=1 '

=1

Rule #1 is the distributive law. It’s another way of writing the equation

c(al-i—ag—l—---—l—ak):cal—i—cag-l—-'-—l—cak

k

k k
Rule 2. Zai -+ sz’ = Z(ai + b;)
=1

1=1 = 1=1

This rule is essentially another form of the commutative law for addition.
It’s another way of writing that

(a1+a2+---+ak)+(bl+bg+---+bk) = (a1+b1)+(a2+bg)+---+(ak+bk)

k k k

Rule 3. Zai — Zbi = Z(Clz‘ —b;)
i=1 i=1

=1

25



Rule #3 is a combination of the first two rules. To see that, remember that
—b; = (=1)b;, so we can use Rule #1 (with ¢ = —1) followed by Rule #2 to
derive Rule #3, as is shown below:

k k k k
ZCLZ'— bZ:ZaZJrZ—bZ
1=1 1=1 i=1 1=1

k
=D (ai+(=b))
i=1
k
= Z(ai b;)
i=1
k

Rule 4. Zc = ke

1=1

The fourth rule can be a little tricky. The number ¢ does not depend on ¢
— it’s a constant — so Zle c is taken to mean that you should add the first

k terms in the sequence c,c,c,c,.... That is to say that
k
Zc:c+c+---+c:kc
i=1
Examples.

) Z?:l 2 means that you should add the first 5 terms of the constant
sequence 2,2,2,2,2,.... That is,

5
> 2=2+424242+2=5(2)=10
=1

o 3 3=120(3) = 60



Sum of first £ terms in an arithmetic sequence

If aq, as, as, ... is an arithmetic sequence, then a, 1 = a,+d for some d € R.

We want to show that
k

0=+ a)

i=1
To show this, let’s write the sum in question in two different ways: front-to-
back, and back-to-front. That is,

k
Y a=a + (a1 4+ d) + (a1 4+ 2d) + - - - + (ag — 2d) + (a5 — d) + a;
=1
and
Y ai=a + (ar — d) + (a, — 2d) + - - + (a1 + 2d) + (a1 + d) + a1

Add the two equations above “top-to-bottom” to get
22@2 la1 + ai] + [a1 + ai] + [a1 + ap]) + - - - + [a1 + ag] + [a1 + ai] + [a1 + ai]

Count and check that there are exactly k of the [a; + ax] terms in the line
above being added. Thus,

k
QZCLZ' = klay + ay]

1=1

which is equivalent to what we were trying to show:

k
Z a; = a1 + ay)

=1

Example. What is the sum of the first 63 terms of the sequence —1,2,5,8,...7

The sequence above is arithmetic, because each term in the sequence is 3

plus the term before it, so d = 3. The first term of the sequence is —1, so
27



a; = —1. Our formula a,, = a;+(n—1)d tells us that ags = —1+(62)3 = 185.
Therefore,

63

63 63

> ai= — (—1+185) = —~(184) = 5,796
i=1

Example. The sum of the first 201 terms of the sequence 10,17,24, 31, ...

equals 22 (10 + 1410) = 221(1420) = 142, 710.

S * x S * * x * * x * * x

Geometric series

It usually doesn’t make any sense at all to talk about adding infinitely
many numbers. But if a1, a9, ag, ... is a geometric sequence where a,,1 = ra,
and —1 < r < 1, then we can make sense of adding all of the terms of
the sequence together. (We'll give some reason why this is in the chapter
“Geometric Series”, after we’ve looked at exponential functions.)

We will use the symbols

o0
>
i=1
to represent adding all of the numbers in the sequence a1, as,as, ..., and we
call this infinite “sum” a series.
For the moment, let S = a; + as + a3 + a4 + - - -. Remember that in a
n—1

geometric sequence a,, = " "ay, so we can rewrite S as

S =ai+ra +r*a +rlag + - - -
Using the distributive law we can multiply both sides of the line above by 7:
rS = ra; +ria; +ria; + - -

Now we can subtract rS from S. If we did, the ra; terms in .S and S would
cancel. So would the r2a; terms, the r3a; terms, etc. Thus, S—7S = a;. Since
the distributive law tells us that S —rS = S(1 —r), we have S(1 —r) = a4,
or in other words, S = . We have shown that
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Examples.

e The sum of the terms in the sequence 1, %,
the sequence is geometric, follows the rule a, 1 = %
in the sequence equals 1. Thus

}1, %, ... equals 2. We know
a,, and that the first term

1+1—l—1+1+ ] =2
2 4 8 T o1-1 1
e The sum of the terms in the sequence 5, %, g, %, ... equals
5 5 15
1— 2 — o
1—3 3 2

Caution. If aq, as, ag, ... isn’t geometric, or if it is but either r > 1 or r < —1,

then

o0

>
i=1

probably doesn’t make sense.
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Exercises

3i 4+ 2 describes a sequence. When i = 1, we have 3(1) +2 = 5. When
i = 2, we have 3(2) +2 = 8. When ¢ = 3, we have 3(3) + 2 = 11. 3i + 2 is
the formula for the sequence 5,8,11,14,17,....

The sum
4

D (3i+2)
i=1
is what you’d get by adding the first 4 terms of the sequence described by

31 + 2. That is,
4

D (Bi+2)=5+8+11+14 =38
i=1
The next three problems involve summing terms of formulas that are de-
scribed by the formulas 2i — 1, i> — 2, and 3. Find the sums.

) 4 3

1) Y (20— 1) 2) ) (i*-2) 3)) i

i=1 i=1 i=1
Find the following sums using Rule #4 from page 26.

100 78

4) 23 5.) 249 6.) Z(—Q)

Just as we used 3¢ + 2 at the top of the page as a formula for describing
a sequence, so too ¢ is a formula for describing a sequence. The sequence
described by 7 is a very simple arithmetic sequence. The first term is 1, the
second term is 2, the third term is 3, and so on, so that the sequence is
1,2,3,4,5,6,.... Use the formula on page 27 to find the sums below, the
sums of the first 40, 100, and 900 terms of this arithmetic sequence.



10.) What is the sum of the first 701 terms of the sequence —5, —1,3,7,...7

)

11.)

12.) What is the sum of the first 100 terms of the sequence 4,9, 14,19, ...7
)

13.) What is the sum of the first 80 terms of the sequence 53, 54, 55, 56, ...7

Notlce that 2 & 1s a formula for a geometric sequence When 1 =1 =

9 6’L
621 =L When i =2, 2 & 622 = 18 When i = 3, 621 = 6—3 = 54. The formula 2 &

11 1 :
descrlbes the geometric sequence 3, 15, 51, - - -- 10’8 a geometric sequence whose

fist term is 3, and Whose remaining terms are each found by multlplymg the

37
preceding term by + 5- That is, this a geometric sequence where a; = § and
r = %. Because % is between —1 and 1, we have a formula (on page 28) that
tells us how to find the geometric series asked for in #14 below. Find the

given geometric series in #14-16.

~

52 sl gyl

1=1 1=1 1=1

The problems in #17-21 are asking you to find a geometric series. They are
the same type of problem as those in #14-16, they just perhaps look a little
different. Find the first term of the sequence (a;), find the number that each
term of the sequence is multiplied by to get the next term of the sequence
(r), and then use the same formula that you used in #14-16, as long as r is
a number between —1 and 1.

555

17.) Sum all of the terms of the geometric sequence 20,5, 7, 15, .-

18.) Sum all of the terms of the geometric sequence 120, 90, %, %,

14 28 56

19.) Sum all of the terms of the geometric sequence 7,3, 7, 5=, ...

20.) Sum all of the terms of the geometric sequence 25, 15,9, 2 e

g e

o=
|

21.) Sum all of the terms of the geometric sequence 1, —%,

31

What is the sum of the first 53 terms of the sequence 140, 137,134, 131, ...7



22.) If the sum of the first 3976 terms of the sequence ay, as, as, ... equals
3. 3

114, then what is the sum of the first 3976 terms of the sequence %al, 502,503, ...
23.) If the sum of the first 20 terms of the sequence ay,as,as, ... equals

7, and the sum of the first 20 terms of the sequence by, bo, b3, . .. equals —13,

then what is the sum of the first 20 terms of the sequence

(a1 +b1), (a2 + b2), (az + b3),...7

24.) Suppose that you expect to pay $400 for gas for your car next year, and
that each year after that you plan your yearly gas expenditures will increase
by $20. How much will you spend on gas in the next 8 years?

25.) Suppose you are entertaining two different job offers. Job A has a
starting salary of $20,000 and assures you of a raise of $1,000 per year. Job
B offers you a starting salary of $23,000, with a yearly raise of $725. Which
job will pay you more over the first ten years? How much more?

26.) An oil well currently produces 5 million gallons of oil per year, but the
well is drying up, and each year it will produce 60% of what it did the year
before. How much oil can be produced from the well before it is completely
dry?
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Counting 1

For this section you’ll need to know what factorials are.
If n € N, then n-factorial, which is written as n!, is the product of numbers

n(n—1)(n—2)(n—-3)---(4)(3)(2)(1)

Examples. 3! = (3)(2)(1) = 6, and 5! = (5)(4)(3)(2)(1) = 120.

Options multiply

When you have to make one choice, and then another choice, the total
number of choices multiply.

Suppose you have to choose a sandwich with one of four types of meat —
ham, turkey, pastrami, or roast beef — and one of three kinds of cheese —
swiss, cheddar, or gouda.

There are 4 different ways to choose a meat. Once you’ve made that choice,
there are 3 different ways to choose a cheese. The number of choices for meat
and cheese can be displayed in a 4 x 3 rectangle, where it’s easy to see that
the total number of choices for sandwiches is 4(3) = 12. (12 is the area of a
4 x 3 rectangle.)

Swiss Cheddar Gouda

Ham H/S H/C H/G
Turkey T/S T/C T/G
Pastrami P/S pP/C P/G

Roast Beef R/S R/C R/G
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If, in addition to a meat and cheese option, you are given a bread option
of either wheat or white, then that’s a third choice to make. The third
choice has 2 options, and the number of options multiply, so there would be
4(3)(2) = 24 total number of sandwiches to choose from. (You could build
a rectangular solid of dimensions 4 x 3 X 2, to list out the total number of
options, just as we made a rectangle above to list the number of options after
making two different choices. The area of a 4 x 3 x 2 rectangular solid is 24.)

Examples.

e You have to wear a tie and jacket for a fancy dinner. You own 3
jackets and 7 ties. There are 3(7) = 21 possible jacket and tie combinations
to choose from.

e You are buying an airplane ticket for a flight with a meal service.
When you buy your ticket, you can choose to sit in an aisle seat, or a window
seat. You can choose the vegetarian meal, or the chicken. You can sit in any
row of the plane you like: 1-32. How many different tickets can you buy?

There are 2 options for type of seat, 2 options for the meal, and 32 options
for the row. Thus, there are 2(2)(32) = 128 total number of different tickets
you can buy.

e Suppose you are designing a house for yourself to live in. You can
choose the house to be made out of wood, brick, or metal. The roof can be
wood shingles, asphalt shingles, or tin. You can paint the house brown, red,
yellow, or green. You can choose to have two, three, four, or five bedrooms.
How many total number of possibilities are there for the design of your house?

There are 3 building material options, 3 roof options, 4 color options, and
4 bedroom options. Altogether, there are 3(3)(4)(4) = 144 total options for
the design of your house.

Ordering sets

Remember that the order in which we list the contents of a set doesn’t
change what the set is. For example, {5,2,3} = {2,3,5}.

But sometimes it can be useful to order the contents of a set: that is, to
designate an object of the set as being “first”, and another object as being

“second”, etc.
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Examples.

e There are two different ways to order the objects of the set {m,b}.
We could either choose to make 7 the first object, and b the second, or we
could take b to be first and 7 second.

e Here’s a list of all the ways to order the set {v/2, —%, f,e}. If you
count the items on the list, you'll see that there are 24 different ways to order

the set {v/2, —%,f, e}.
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Spelling. Arranging the order of a set of letters is a good example of when
order is important. The set {e,t,a} can be ordered in six different ways:
eta, eat, tea, tae, ate, and aet. Some of the six arrangements are not
words. Some of them are words, and the words that do appear have different
meanings. So if you have a set of letters, the order in which you write them
1s very important.

Another look at spelling. Let’s find a better way to count the number of
ways we can order the objects of the set {e, t,a} without having to write out

a list of them, and then counting the list.
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To arrange the three letters e, t, and a into some order, we need to choose
a letter to be first. There are 3 letters, and thus 3 options for which letter
can be first.

Once we’ve decided which letter is first, there are two letters remaining. We
choose one of the two to be second, so there are 2 options for which number
is second.

After we’ve chosen a first letter and a second letter, only one letter remains.
It must be third, because there are no other letters to choose from. So there
is only 1 option for which letter can be third at this point.

Options multiply. There were 3 options for the first letter, followed by 2
options for the second letter, and 1 option for the third letter. So the total
number of ways the letters e, t, and a can be arranged is 3! = (3)(2)(1) = 6.

General Problem. Suppose you have a set that contains exactly n objects.
How many different ways are there to order the objects in the set?

General Solution. We have to choose a first object. There are n total
objects in the set, so there are n different options for what that first object
could be.

Once we've chosen a first object, we remove it from the set, leaving (n —1)
options for what the second object could be.

Once we've chosen and removed the first and second objects from the set,
there are (n — 2) objects from which we could choose a third, so there are
(n — 2) options for what object we can make third.

After we've selected and removed the first three objects, there are (n — 3)
options left for what could be fourth.

This pattern continues. Eventually there will be two objects left for us to
choose from in deciding which object will be next-to-last. That means we
have 2 options at this point for what the next-to-last object will be.

After having chosen and selected what the first (n — 1) objects are, there
is only one object from the set remaining. That means there is only 1 option
for what we can take last.

We just made n different choices: a choice for first, second, third, fourth...,
next-to-last, and last. Options multiply, so the total number of ways we can
order a set of n objects is

nn—1)Mn-2)(n—-3)(n—-4)---(2)(1) =n!
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Examples.

e There are exactly 4 objects in the set {v/2, —%, f,e}. Therefore, there

are 4! = 24 ways to order the objects in the set {v/2, —%, f,e}. (Wasn’t that
much easier than making a list of all the options, and then counting the items
on the list?)

e You have 8 rooms in your house, and 8 different lamps. You want to
put a single lamp in each of the rooms, but you’re not sure which one to put
in which room. So you decide to try out all possible arrangement of lamps
in rooms to see which arrangement you like the best.

If it takes you two minutes every time you try out a new arrangement of
lamps in rooms, and if you never take a break for sleeping, eating, using
the restroom, etc., then you will have finished experimenting with all of the
possible arrangements of lamps after 56 days.

There are 8! = 40320 arrangements, and each arrangement cost you 2
minutes. So the task will require 40320(2) = 80640 minutes. There are 1440
minutes in a day, so the task will take % = 56 days.

Of course, the amount of time spent arranging lamps increases as the num-
ber of possible arrangements increase. If you were unfortunate enough to live
in a 20 room mansion, and you wanted to experiment by placing one of 20
different lamps into each room in every possible arrangement, and if it took
you two minutes each time you rearranged the lamps, then trying out every
possible arrangement would take more than 9 trillion years — if you never
stopped for a break of any kind.

e There are 26 letters in the English alphabet. We have assigned those
letters an order: A,B,C.,D,....X,Y.Z, which is called the alphabetical order.
This is only one of the choices for ordering the alphabet that we could have
made as a society. We could have chosen any one of the possible 26! different
ways to order the alphabet. Note that

26! = 403, 291, 461, 126, 605, 635, 584, 000, 000

37



Choosing and ordering some of the objects in a set

In the Olympics you might have 120 people competing in the same event.
The goal of the competition is to determine a gold, silver, and bronze athlete,
and that’s it. The Olympics will choose and order 3 athletes out of the 120.

We want a general formula that will allow us to count the number of dif-
ferent ways that we can choose and order k objects out of a set of n objects.
(Of course, for this process to make sense we need to have that £ < n.)

We could choose any of the n objects to be first in our order, leaving us
with (n — 1) options for a second, then (n — 2) options for the third, and so
on, until we have chosen the first £ — 1 objects. The last step would be to
choose a k' object from the remaining (n — (k — 1)) = (n — k + 1) objects.
Then we multiply the number of options we had for each choice to find that
the number of different ways that we can choose and order k objects out of
a set of n objects is

nn—1)n-2)---(n—k+2)(n—k+1)
That number is the same as the fraction
nn—Mn—-2)---n—k+2)n—k+1)n—k)(n—k—1)---(2)(1)
(n—k)(n—k—1)---(2)(1)

And the above fraction can be written more simply as

n!

(n — k)!

Examples.

e If 120 athletes are competing for a gold, silver, and bronze medal
(and no athlete can win two medals), then there are

1200 120! 120(119)(118)(117!)
(120 — 3)! 117! 117!
different ways that the athletes could be standing on the winner’s podium by
the end of the competition.

= 120(119)(118) = 1, 685, 040
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Exercises

For #1-2, determine how many choices you have to make, and how many
options you have for each choice. Then multiply the number of options.

1.) How many ways are there to choose a five-digit PIN code using the
numbers 0-9 if no two consecutive numbers in the code are allowed to be the
same? (For example, 34556 is not allowed, but 54568 is allowed.)

2.) You have three pairs of shoes, four pairs of pants, six shirts, two jackets,
and two hats to choose from. How many different outfits can you put together

that use one pair of shoes, one pair of pants, one shirt, one jacket, and one
hat?

For #3-4, if you are ordering a set of n objects, there are n! possibilities.
3.) How many ways can the letters a, f, t, e, r be arranged?

4.) A couple plans to have five children. They have decided the names of
their children in advance: Sam, Sue, Terry, Robin, and Tonie. All they have
left is to decide which of their children will receive which name. How many
different options are there for which child is given which name?

For #5-8, if you are choosing and ordering k objects out of a set of n
objects, then there are (n%'k), possibilities.

5.) A basketball team has 12 players. There are five different positions on
a basketball team. A starting lineup consists of five players, each assigned
to one of the five positions. How many different ways can a coach select a
starting lineup?

6.) There are 51 contestants for a film contest, one for every state and the
District of Columbia. The judges need to select three different contestants,
one contestant as the winner, one as the runner up, and one as the winner
for best newcomer. How many different ways can the judges distribute the

awards?
39



7.) There are 10 people on a boat. One person needs to be the captain,
one needs to be the first mate, and you need a person to swab the decks (no

person can do more than one job). How many different ways can those three
jobs be filled by the 10 people on board.

8.) A national magazine wants to rank the three most desirable states to
live in — first, second, and third — and the three most undesirable states to
live in — 50th, 49th, and 48th. How many rankings are possible?

9.) Is the sequence —3,4, 11,18, 25, ... arithmetic or geometric?
10.) What is the 45th term of the sequence given in #97?

11.) What is the sum of the first 45 terms of he sequence given in #97
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Counting 11

Sometimes we will want to choose k objects from a set of n objects, and
we won’t be interested in ordering them. For example, if you are leaving for
vacation and you want to pack your suitcase with three of the seven pairs
of shorts that you own, then it doesn’t matter in which order you pack the
shorts. All that matters is which three pairs you pack.

n choose k

The number of different ways that k£ objects can be chosen from a set of
n objects (when order doesn’t matter) is called n choose k. It is written in
symbol form as (Z)

Examples.

e There are four different ways that one letter can be chosen from the
set of four letters {e, f,g,a}. One way is to choose the letter e. Alternatively,
you could also choose the letter f, or the letter g, or the letter a.

Since there are 4 options for choosing one object from a set of 4 objects,
we have (111) = 4.

e Below is a list of all the possible ways that 2 numbers can be chosen
from the set of four numbers {3,7,2,9}. There are six different ways. Thus,

=6

3,7 3,2 3,9
7,2 7,9 2,9

General formula

To say that we are choosing and ordering k£ objects from a set of n objects
is to say that we are performing 2 separate tasks. First is the task of choosing
k objects from the set of n objects, and the number of ways to perform that
task is (Z) Second is the task of ordering the k£ objects after we’ve chosen
them. There are k! ways to order k objects.

Let’s repeat that. To choose and order k objects: First, choose the k
objects, then order the k£ objects you chose. Options multiply, so the total
number of ways that we can choose and order k objects from a set of n objects

is (Z)k'
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We saw in the previous chapter that there are exactly —“— ways to choose

(n—k)!
and order k£ objects from a set of n objects. Therefore,

()=

Dividing the previous equation by k!:
n\ n!
k) Kl(n—k)

e There are (;) different ways to choose which 3 of the 7 pairs of shorts
that you will take on your vacation.

<7) 7! 7(6)(5)(4!)  7(6)(5) =7(5) =35

Examples.

3) " 3(7—31 34 6

e How many 5 card poker hands are there if you play with a standard
deck of 52 cards?
You're counting the number of different collections of 5 cards that can be
taken from a set of 52 cards. This number is

52\ 520 52(51)(50)(49)(48)(47!)  52(51)(50)(49)(48)
(5) - 5152 —5)! 547! B 5!
_ B261)(B0)(9M8) _, Loc g6
120 B

e You are in a small library. You want to check out 3 books. The
library has 3287 different books to choose from. There are (32387) different
collections of three books that you could check out.

3287\ 32871 3287(3286)(3285)(3284!)  3287(3286)(3285)
3 ) 313287 —3)! 313284! B 3!

35,481,554, 370
N 6

= 5,913,592, 395



Pascal’s Triangle

We can arrange the numbers (Z) into a triangle.

G G O 6

In each row, the “top” number of (Z) is the same. The “bottom” number
of (Z) is the same in each upward slanting diagonal. The triangle continues
on forever. The first 8 rows are shown above.

This is called Pascal’s triangle. It is named after a French mathematician
who discovered it. It had been discovered outside of Europe centuries earlier
by Chinese mathematicians. Modern mathematics began in Europe, so its
traditions and stories tend to promote the exploits of Europeans over others.

Some values of (Z) to start with

(Z) is the number of different ways you can select n objects from a set of n
objects. There is only one way to take everything — you just take everything
-so () =1.

Similarly, there is only one way to take nothing from a set — just take
nothing, that’s your only option. The number of ways you can select nothing,
a.k.a. 0 objects, from a set is (6‘) That means (3) = 1.

Now we can fill in the values for (Z) and (g‘) into Pascal’s triangle.
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There are n different ways to choose 1 object from a set that has n objects.
Thus, (g‘) = n.

Similarly, there are exactly n different options for choosing n — 1 objects
from a set of n objects. To see this, notice that deciding which of the n — 1
objects that you will take from a set of n objects is the same as deciding
which 1 object you will leave behind. So the number of ways you can take
n — 1 objects is the same as the number of ways you can leave 1 object. That
is to say, (n’_Ll) = (’f) Hence, (nﬁl) =n

Once we fill in this new information on Pascal’s triangle it looks like

1
1 1
1 2 1
1 3 3 1
1 4 (3) 4 1
L5 () (5) 5 1
L6 () (5) () 6 1
L7 () (5) () () 7 1

Before moving on, let’s look back at the last rule that we found: <n711> =

(711) The argument we gave there generalizes, in that taking k objects from
14



a set of n objects is the same as leaving n — k. Therefore,

This formula tells us that the rows in Pascal’s triangle will read the same
left-to-right as they will right-to-left. You can see that in the triangle on the

next page. What we saw earlier in the formula (nﬁl) = (?) was the special

case of the formula (Z) = (nﬁk) when &k =n — 1.

Add the two numbers above to get the number below

Suppose that you have a set of n different rocks: 1 big red brick, and n — 1
different little blue marbles. How many different ways are there to choose
k + 1 rocks from the set of n rocks?

Any collection of k4 1 rocks either includes the big red brick, or it doesn’t.

Let’s first look at those collections of k& + 1 objects that do contain a big
red brick. One of the k£ + 1 objects we will choose is a big red brick. That’s
a given. That means that all we have to do is decide which k of the little
blue marbles we want to choose along with the big red brick to make up our
collection of k + 1 objects. There are (”;1) different ways we could choose k
marbles from the total number of n — 1 little blue marbles. Thus, there are
(";1) different ways we could choose a set of k + 1 objects from our set of n
rocks if we know that one of the objects we will choose is a big red brick.

Now let’s look at those collections of k41 objects that don’t contain the big
red brick. Then all £+ 1 objects that we will choose are little blue marbles.
There are n—1 little blue marbles, and the number of different ways we could
choose k£ 4 1 of the n — 1 little blue marbles is (Z;)

Any collection of k+ 1 rocks either includes the big red brick, or it doesn’t.
So to find the number of ways that we could choose k£ + 1 objects, we just
have to add the number of possibilities that contain a big red brick, to the

number of possibilities that don’t contain a big red brick. That formula is

n _(n—1 i n—1
k+1)  \ k k+1
If n =6 and k = 2, then the above formula says that (g) = (g) + (g)

Looking at Pascal’s triangle, you'll see that (g) and (g) are the two numbers

that are just above the number (g)



Change the values of n and k and check that the above formula always
indicates that to find a number in Pascal’s triangle, just sum the two numbers
that are directly above it.

)
()= ()« () 1=

We know the natural numbers that are at the very tip of Pascal’s triangle.
To find the rest of the numbers in Pascal’s triangle, we can let that knowledge
trickle down the triangle using this latest formula that any number in the
triangle is the sum of the two numbers above it.

1
1 1
1 2 1
1 3 3 1
1 4 6 4 1

Notice that Pascal’s triangle is the same if you read it left-to-right, or
right-to-left. Convince yourself that this is a consequence of the formula

(1) = (%)
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Binomial Theorem
For z,y € R and n € N,

n
n .
T _|_ n — . l,n—z 3
=3 (7)

The two lines above are what is called the Binomial Theorem. It gives you
an easy way to find powers of sums.

Example. We can use the Binomial Theorem and Pascal’s triangle to write
out the product (z + y)®. The Binomial Theorem states that

(x+y)° = 23: (?) 2y

1=0

— (3) xS—OyO + (i) .CL‘S_lyl + (2) $3_2y2 + (2) .153_3:(/3
_ 3 3 3 2 3 2 3 3
=(0)7+ () () )y

The numbers (3), (i’), (;’), and (g) make up the fourth row of Pascal’s
triangle, and we can see from the triangle that they equal 1, 3, 3, and 1

respectively. Therefore,

(x + y)3 = 23+ 39:2y + 3xy2 + y3

Binomial coefficients. Because of the Binomial Theorem, numbers of the

form (Z) are called binomial coefficients.

Example. For any n € N, we can let x and y both be 1. The number 1
raised to any power equals 1, so 2" =1 and ' = 1. Also, z +y = 2. So
writing the Binomial Theorem when z = 1 and y = 1 tells us that

n
n
2" =
()
1=0
Notice that the equation on the above line is exactly

o (g)+(f)+(§)47+---+(n"1>+(z>



It says that 2" is the sum of all of the numbers in the row of Pascal’s triangle
that begins with (g)

For example, 2% is the sum of the numbers (8), (i’), (g), and (g) In other
words, 8 =14+ 3+ 3+ 1, as you can see.

128 = 27 is what you’d get if you added the numbers in the last row of
Pascal’s triangle as it’s written on page 46.
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Exercises

For #1-4, use that the number of ways to choose k objects from a set of n

. . |
objects is (Z) = —k!(;ﬁk)!

1.) A small country has just undergone a revolution and they commission
you to design a new flag for them. They want exactly 3 colors used in their
flag, and they have given you 7 colors of cloth that you are allowed to use.
How many different color combinations do you have to decide between?

2.) A sports team is selling season ticket plans. They have 15 home games
in a season, and they allow people to purchase tickets for any combination
of 7 home games. How many ways are there to choose a collection of 7 home
games?’

3.) A bagel shop asks customers to create a “Baker’s Dozen Variety Pack”
by choosing 13 different types of bagels. If the shop has 20 different kinds
of bagels to choose between, then how many different variety packs does a
customer have to choose from?

4.) To play the lottery you have to select 6 out of 59 numbers. How many
different kinds of lottery tickets can you purchase?

For #5-8, use the Binomial Theorem and Pascal’s triangle. Your answers
for #5-6 should have a similar form to the answer given in the first example
on page 47.

5.) Write out the product (x + y)°.
.) Write out the product (z + y).

.) Find (z + 2)3.

) Find (2z — 1)%.

9.) The formula % defines a sequence. Is it arithmetic or geometric?

10.) Compute the series






Back to Functions
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More on functions

Suppose f : R — R is the function defined by f(z) = z°. The letter z in
the previous equation is just a placeholder. You are allowed to replace the x
with any number, symbol, or combination of symbols that you like.

f(4) = 2° F(=1) = (-1
fm) =7’ =8 =(-%)
HUEL E f(d) = &°

fly) =9 flx =3) = (z—3)°
Flg(a)) = (9(@)) F(2) = (=)

Composition
Suppose that f: A — B and g : B — C are functions.
If a € A, then a is in the domain of f and f(a) € B. Since f(a) € B, we
have that f(a) is in the domain of g, so ¢g(f(a)) is an object in C'.
This process defines a third function, named go f : A — C' that is defined
by
go [(a) =g(f(a))

The function g o f is pronounced “g composed with f”.

Examples.

e Suppose g : R — R and h : R — R are functions and that g(1) = 3
and h(3) = 7. Then

hog(l) =h(g(1)) = h(3) =7

e Suppose f: R — R and g : R — R are functions that are defined by
f(x) = 2% and g(x) =z — 1.
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Then go f : R — R is the function defined by

go f(z) = g(f(x)) = g(a*) = 2° — 1
And fog:R — R is the function defined by

foglx)=flg(x)) = flz—1) = (z - 1)°

Important: Notice in the previous example that go f(2) = 3 and fog(2) = 1.
That means that g o f is not the same function as f o g. In other words,

gof#foy.

Range

Recall that the target of a function f : A — B is the set B. That means
that for any a € A, we have that f(a) € B.

But it might not be that every object in B has an object from A assigned
to it by the function f. For example, you might recall that if you square a
real number, the result is never a negative number (2% = 4, (—3)? = 9, etc.).
Therefore, the function g : R — R defined by g(z) = 2? has R as its target,
although none of the negative numbers in the target have a number from the
domain assigned to it.

The range of a function f is the set of numbers that “come out of” f. For
example, if f: R — R is defined by f(z) =z — 2, then f(3) =3—-2=1. We
put 3 in to f, and got 1 out, so 1 is an object in the range.

Another way to say what the range is, is to say that it is the smallest set
that can serve as the target of the function.

Examples.
o Let h:{1,2,3,4} — {3,4,7,8,9} be the function given by

h(1) =9 h(2) =4
h(3) =4 h(4) =8
If we put the numbers from the domain “in to” h, the only numbers that

“come out” are 9, 4, and 8. That means that the range of h is {9, 4, 8}.
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o If g: R — R with g(z) = %=L, then

ol
1—-1 0
]_ :—:—:0
g(1) 2+1 2
and 9 1 1
2 = — = —
9(2) 211 5

Therefore, 0 and % are both objects in the range of g.
There are also other numbers in the range of g. For example, g(4), g(—1),

9(v/2), ete.
e The range of f: N — R where f(n) = (—1)" is the set {—1, 1}.

Implied domains

Sometimes we won’t go through the trouble of writing the entire name of a
function as “f : D — T where f(x) = 2°”. This is similar to how we usually
call people by their first names, omitting their middle and last names, just
because it’s easier.

If we are introduced to a function that is given by an equation, and its
domain is not specified, we will assume that the domain for that function is
the largest subset of the real numbers possible. This set will be called the
implied domain of the function.

Examples.

e Let h(z) = 4z — 1. Then for any real number r € R, h(r) = 4r — 1
makes sense, because we can multiply any real number by 4, and we can
always subtract 1 from any real number. Therefore, it is safe to put any real
number into h. Its implied domain is R.

o Let f(z) = -2;. If r is a real number, then 7 — 1 is a real number.

Aslong asr —1 # 0, % is also a real number. However, if r — 1 = 0, then
5

=5 = % does not make sense — it is not a real number.
To recap, f(r) is a real number except when r — 1 = 0, or equivalently,
except when r = 1. Therefore, the numbers that it makes sense to “put in
to” f are all of the real numbers except for 1. Another way of saying the

previous sentence, is that the implied domain of f is the set R — {1},
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Exercises

For #1-6, assume that f(z) = z°, g(x) = 2x — 1, and that h(z) = z — 5.
Match each of the numbered functions with one of the lettered formulas.

1) fog(z) 2.) go f(x) 3.) goh(x)

4) hog(z) 5.) foh(x) 6.) ho f(z)

A)) 2z — 11 B.) 2% — 10x + 25 C.)2x—6

D.) 2> =5 E.) 227 — 1 F.) 42? — 4z + 1

For #7-12, assume that f(z) = v+3, g(x) = 3z —4, and that h(x) = 2*+1.
Match each of the numbered functions with one of the lettered formulas.

7.) fog(x) 8.) go f(z) 9.) goh(z)

10.) hog(x) 11.) foh(x) 12.) ho f(x)
A)3x+5 B.) 922 — 24z + 17 C.) 32?2 -1
D.) 22 + 6z + 10 E)a?+4 F.) 3z — 1

For #13-18, find the implied domains of the given functions.
13.) f(z) =3z —4
14.) g(z) = 2° — 42% — 220 + 1

15.) h(z) = 152z — 3
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16) f(r) = —
20 — 4
17) glo) ==
32 —4x+5
18.) h(x) = 3.1

19.) Use the formula (}) = ﬁlk)' ’

number in standard form. (For example, 7, 13, 25, etc. are standard forms
for natural numbers. (g) is a natural number, but it is not written in its
standard form.)

to write the number ( ) as a natural

20.) Write (2) as a natural number in standard form.

21.) Suppose that you are at a restaurant whose menu has 4 salads, 5 main
courses, and 3 desserts. How many different meals could you order if your
meal consists of one salad, one main course, and one dessert?

22.) You have 6 books on a shelf. How many different ways can you arrange
the books from left-to-right?

23.) Suppose that you are writing a story, and you want to give one of your
characters a first, middle, and last name. You can’t repeat a name, and you
can only choose names from the following list of five names: Cooper, Smith,
Anderson, Mitchell, and Beauregard. How many different first-middle-last
name combinations are possible?

24.) You want to choose 3 kinds of vegetables from a grocery store to
cook for dinner. The store is selling 7 different kinds vegetables. How many
different possibilities are there for choosing 3 different kinds of vegetables?

25.) Write out the product (z + y)°.
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Introduction to Graphs

2 is a real number, and 3 is a real number. We can take those two numbers
and write them as a pair of real numbers: (2,3). When we write a pair of
real numbers, the order is important. That is to say that (2,3) is not the
same pair as (3,2).

Unfortunately, (2,3) is also the way we write the interval of real numbers
between 2 and 3. We have to try hard to never confuse a pair of numbers
for an interval, but it’s usually clear from the context of a problem whether
(2, 3) refers to a pair of numbers or to an interval.

R? is the set of all pairs of real numbers. So (2,3) € R?, and (3,2) € R?
and (\/_ ,—T7) € R?, etc.. Any pair of real numbers is called a point in R2.

Suppose f : A — B is a function with A C R and B C R. The graph of f
is the subset of R? consisting of all points of the form (a, f(a)).

Examples.

e If f: R — R is the function f(x) = 5z, then f(3) = 5(3) = 15. We

put 3 in, and got 15 out. That means the point (3,15) is in the graph of f.

Also, f(1) =5, so (1,5) is a point in the graph of f, and (2, f(2)) = (2, 10)
is a point in the graph of f as well.

e Suppose g : R — R is the function where g(x) = x — 2. If you put 2
in to g, then 0 comes out. That means the point (2,0) is in the graph of g.
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Drawing R>
The set R? is a plane. The first coordinate of a point in R? measures the
horizontal. The second number measures the vertical.

The set of points in R? of the form (z,0) creates a horizontal line called
the x-axis.

The set of points in R? of the form (0,y) creates a vertical line called the
Y-axLS.

&
d4
(2,3)
i3 ®
12 0{(3,2)
(-3,1)
@" i
£ 2 ’ ! 4 . ! 4 : 5
=3 -7 - | 2 3 ;}R 4
$ o
X-axis
-2
-4 -2)
L +=%
$-¢
= AL aXis
i) &
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Drawing graphs

The graph of a function is a subset of R%2. You draw it by marking all of
the points in the graph.

Graphs of important functions

Some functions are important enough in mathematics that you should be
able to draw their graphs quickly (and you will be required to do so on
exams). A list of these important functions includes constant functions; the
identity function id; f(x) = 2" for an even n € N; f(z) = 2" for n € N odd
and n >3 ; f(z) = - for odd n € N; and f(z) = - for even n € N.

x'll

A 2
.y .
e,
- re
e R >
37 4
constant Sunction ;gmﬂ:ﬂ? Lounction

$0=¢ For ceR
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Vertical line test

Sometimes you’ll see something drawn in R? that looks like it might be the
graph of a function. To know for sure if it is, use the wvertical line test:

If a vertical line intersects a thing in more than one point, then
that thing is not a graph of a function.

The reason such a thing is not a graph of a function, is because if a vertical
line intersects it in two different points, then the thing would include two
different points with the same first coordinate — for example, (1,4) and (1, 9).
This could not be the graph of a function, because if it were, then the function
would assign two different numbers — 4 and 9 — to the same object of the
domain — 1. Functions can’t do that.

Example. A circle is not the graph of a function. It fails the vertical line
test.

&
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Intercepts

If the graph of a function contains a point of the form (a, 0) for some a € R,
then a is called an x-intercept of the graph.

If the graph of a function contains a point of the form (0, b) for some b € R,
then b is called the y-intercept of the graph.

Example. Below is the graph of a function f. The z-intercepts of the graph
are 2 and —2. The y-intercept of the graph is 3.

‘5, - %ﬂ‘é‘g{*aa?é

Fie

61



Little circles vs. giant dots

Drawing a giant dot in a graph means that point is in the graph of the
function.

Drawing a little circle in a graph means that point is not in the graph of
the function, but some nearby points are.

Example. Below is the graph of the function f : [1,4) — R where
f(x) = z+2. The number 1 is in the domain of f, and f(1) = 3, so the point
(1,3) is in the graph of f. We can label it with a giant dot.

The number 4 is not in the domain of f, but some numbers really close to
4 are. If 4 was in the domain, then f(4) = 6, and (4,6) would be a point in
the graph of f. But 4 isn’t in the domain, so (4,6) isn’t a point in the graph
of f. The graph does go all the way up to the point (4,6), but it doesn’t
include the point (4,6). So we label the point (4,6) with a little circle to
remind us that it’s not actually in the graph.

B

L 2 3 % 5 g 7

Example. Below is the graph of the function g : R — {2} — R where

g(x) = 4. Since 2 is not in the domain of g, the point (2,4) is not in the
graph of g, so we label it with a little circle to remind us that it’s not in the
graph. a~

o

S

F
S
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Domains and Ranges for graphs
Suppose you are given a graph, and you're told that it is the graph of
a function. To find the domain of the function, draw its “shadow” on the

xT-axis.
To find the range of the function, draw its “shadow” on the y-axis.

Example. Drawn below is the graph of the function f. The domain of f is
the set of real numbers in the z-axis that lie directly below the graph. Those
are all of the numbers between 2 and 5. Because there is a giant dot on the
point (5,3) € R?, we know that 5 is in the domain. But since there is a little
circle on the point (2,1) € R?, we know that 2 is not in the domain. That is,
the domain of f is the interval (2, 5].

The range of f is the set of real numbers on the y-axis that lie directly to
the left of the graph of f. The range of f is the interval (1, 5].

e

b?gm o sw a e e m&..=_.-
o
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Exercises

For #1-4, decide whether or not each of the drawings in R? is the graph of
a function.

#1) #)

O

#3) #1f)
/ U

For #5-6, list the - and y-intercepts of the graphs below.

4

Tﬂ
3
™\ /
RIENLAE

#5) #) Is
42

'_Iza @4%&4"ﬁ§;w5

-"z -2
3 /mz
4
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For #7-12, determine the domains and ranges for the functions that are
drawn.

#7) (3,4) #8)
(2" 23 ( 4‘12)

(1,1) (3.1
#q F*
) o) I0) (24
@3 (#3)
(1.3) ,
N
(171 (5,-))
¢2,-5)
#1() #2)
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13.) Write out the product (z + y)*.

For #14-19, assume that f(z) =z + 1, g(z) = 4, and that h(z) = 22 — 2.
Match each of the numbered functions with one of the lettered formulas.

14.) fog(x) 15.) go f(x) 16.) g o h(x)
17.) hog(x) 18.) foh(x) 19.) ho f(x)
A)z?-1 B.) 22 4+ 2z — 1 C.) 4

D.) 5 E.) 14

20.) What is the implied domain of f(z) = 22% — 32 + 77

21.) What is the implied domain of g(z) = 2% 7

xTr—
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Graph Transformations

There are many times when you’ll know very well what the graph of a
particular function looks like, and you’ll want to know what the graph of a
very similar function looks like. In this chapter, we’ll discuss some ways to
draw graphs in these circumstances.

Transformations “after” the original function

Suppose you know what the graph of a function f(x) looks like. Suppose
d € R is some number that is greater than 0, and you are asked to graph the
function f(x) + d. The graph of the new function is easy to describe: just
take every point in the graph of f(x), and move it up a distance of d. That
is, if (a,b) is a point in the graph of f(x), then (a,b + d) is a point in the
graph of f(x) 4+ d.

As an explanation for what’s written above: If (a,b) is a point in the graph
of f(z), then that means f(a) =b. Hence, f(a) +d = b+ d, which is to say
that (a,b+ d) is a point in the graph of f(z) + d.

The chart on the next page describes how to use the graph of f(z) to create
the graph of some similar functions. Throughout the chart, d > 0, ¢ > 1, and
(a,b) is a point in the graph of f(x).

Notice that all of the “new functions” in the chart differ from f(x) by some
algebraic manipulation that happens after f plays its part as a function. For
example, first you put z into the function, then f(x) is what comes out. The
function has done its job. Only after f has done its job do you add d to get

the new function f(x) 4+ d.
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Because all of the algebraic transformations occur after the function does
its job, all of the changes to points in the second column of the chart occur
in the second coordinate. Thus, all the changes in the graphs occur in the
vertical measurements of the graph.

New How points in graph of f(z) visual effect
function become points of new graph
f(z)+d (a,b) — (a,b+d) shift up by d
f(x)—d (a,b) — (a,b—d) shift down by d
cf(z) (a,b) — (a,cd) stretch vertically by ¢
Lf(x) (a,b) — (a,1b) shrink vertically by 1
—f(x) (a,b) — (a,—b) flip over the z-axis
Examples.

e The graph of f(x) = 2? is a graph that we know how to draw. It’s

drawn on page 59.

We can use this graph that we know and the chart above to draw f(x)+ 2,
f(x) =2, 2f(x), 3f(z), and —f(z). Or to write the previous five functions
without the name of the function f, these are the five functions 2% +2, 22 — 2,

222, %2, and —x%. These graphs are drawn on the next page.
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Transformations “before” the original function

We could also make simple algebraic adjustments to f(x) before the func-
tion f gets a chance to do its job. For example, f(x+d) is the function where
you first add d to a number z, and only after that do you feed a number into
the function f.

The chart below is similar to the chart on page 68. The difference in the
chart below is that the algebraic manipulations occur before you feed a num-
ber into f, and thus all of the changes occur in the first coordinates of points
in the graph. All of the visual changes affect the horizontal measurements of
the graph.

In the chart below, just as in the previous chart, d > 0, ¢ > 1, and (a, b) is
a point in the graph of f(x).

New How points in graph of f(z) visual effect
function become points of new graph
flz+d) (a,b) — (a —d,b) shift left by d
f(z —d) (a,b) = (a+d,b) shift right by d
f(cx) (a,b) — (za,b) shrink horizontally by 1
f(iz) (a,b) — (ca,b) stretch horizontally by c
f(—=z) (a,b) — (—a,b) flip over the y-axis

One important point of caution to keep in mind is that most of the visual
horizontal changes described in the chart above are the exact opposite of the

effect that most people anticipate after having seen the chart on page 68. To
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get an idea for why that’s true let’s work through one example. We'll see

why the first row of the previous chart is true, that is we’ll see why the graph
of f(xz + d) is the graph of f(z) shifted left by d:

Suppose that d > 0. If (a,b) is a point that is contained in the graph of
f(x), then f(a) =b. Hence, f((a —d) +d) = f(a) = b, which is to say that
(a —d,b) is a point in the graph of f(x 4 d). The visual change between the
point (a,b) and the point (a — d, b) is a shift to the left a distance of d.

Examples.

e Beginning with the graph f(z) = 2%, we can use the chart on the

previous page to draw the graphs of f(z + 2), f(z — 2), f(2z), f(3z), and
f(=z). We could alternatively write these functions as (z + 2)?, (z — 2)?,
(2z)?, (%)%, and (—z)?. The graphs of these functions are drawn on the next
page.

Notice on the next page that the graph of (—x)? is the same as the graph
of our original function z2. That’s because when you flip the graph of z?
over the y-axis, you'll get the same graph that you started with. That z? and
(—z)? have the same graph means that they are the same function. We know

this as well from their algebra: because (—1)? = 1, we know that (—z)* = 2.
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Transformations before and after the original function

As long as there is only one type of operation involved “inside the function”
— either multiplication or addition — and only one type of operation involved
“outside of the function” — either multiplication or addition — you can apply
the rules from the two charts on page 68 and 70 to transform the graph of a
function.

Examples.

e Let’s look at the function —2f(z + 3). There is only one kind of
operation inside of the parentheses, and that operation is addition — you are
adding 3.

There is only one kind of operation outside of the parentheses, and that
operation is multiplication — you are multiplying by 2, and you are multiplying
by —1.

So to find the graph of —2f(x 4 3), take the graph of f(x), shift it to the
left by a distance of 3, stretch vertically by a factor of 2, and then flip over
the x-axis.

(There are three transformations that you have to perform in this problem:
shift left, stretch, and flip. You have to do all three, but the order in which
you do them isn’t important. You’ll get the same answer either way.)

61 £00)

UBIAN

3
Io $(=x#3) 6 2£(x+3) 7
L 0‘ P
1a/-2
-9/\<.25.6 -6/ N2ue v z;f(f@
IV ,\/-* SEA AR
Ly -y et
< . s
le‘c'l' 3 Veﬂ'ica\ 5+1’e1'c)\ 572 -“ip over X-axi$

73



e The graph of 2¢(3z) is obtained from the graph of g(x) by shrinking
the horizontal coordinate by %, and stretching the vertical coordinate by 2.
(You’d get the same answer here if you reversed the order of the transfor-
mations and stretched vertically by 2 before shrinking horizontally by % The
order isn’t important.)

¢
* q(=)
12
6 4 .
' 2 4 ¢
P =2
)
1“'*
¢t +
¢ 23(31)
4 3(31) Y o 3
2 > 24
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& =2 -2
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-6 l¢
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Exercises

For #1-10, suppose that f(z) = 2%. Match each of the numbered functions
on the left with the lettered function on the right that it equals.

1) f(z)+2 A) (—z)®
2.) 3f(z) B.) a°

3.) f(—=) C.) 2% —2
1) f(z—2) D.) a® +2
5.) Lf(x) E) ()"

6.) f(37) F.) —a8

7.) flz) =2 G) (z—2)°
8.) —f(x) H.) (32)°
9.) f(z +2) L) 328

10.) f(2) J) (x +2)8

For #11 and #12, suppose g(x) = % Match each of the numbered functions
on the left with the lettered function on the right that it equals.

11.) —4g(3z — 7) + 2 A) 52=-3
12.) 6g(—2z +5) — 3 B.) & +2
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T .
Given the graph of f(z) above, match the following four functions with

their graphs.
13.) f(x)+2 14.) f(x)—2 15.) f(x+2) 16.) f(x—2)

At (4,3) B)+

(2,1)

¢ (l-]-:,- ',):
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q() /

Given the graph of g(x) above, match the following four functions with
their graphs.

17.) g(z)+3 18.) g(x)—3 19.) g(z+3) 20.) g(x —3)
A) B.)
C.) D.)
(-6,2)

7



hx)

AT G

Given the graph of h(xz) above, match the following two functions with
their graphs.

21.) —h(x) 22.) h(—x)
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\/

Given the graph of f(x) above, match the following two functions with

their graphs.

23.) —f() 24.) f(—=)
Al)
\ /
B.)

79



& 6 (x )

(3,-2)

Given the graph of g(x) above, match the following four functions with
their graphs.

25.) 2g(x) 26.) Lg(2) 27) g(2x) 28) g(%)
A 169 (2,0 | By o (39)
[ (%,-2) ?' (62

C) (‘:.0). ‘ o D.) 1 (1,0) ‘
] (wo) “’\\."/(‘4:0).

3,-1)
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(33) hx)
AT

(' 3;3)

Given the graph of h(z) above, match the following four functions with
their graphs.

29.) 3h(x) 30.) sh(z) 31.) h(3z) 32.) h(3)
| (3,9) i i
(4.3)
(354 €07
C.) D.)

101,3) }
I I(3,1)

—— C31)§
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For #33-41, match the numbered functions with their lettered graphs.

33.) a?

36.) (x+1)*2+1

39.) (z—1)* -1

AL)

-1

34.) 22 +1
37) (z+1)2 -1

40.) —(z+1)?

82

35.) (z + 1)?
38.) (x —1)2+1
41.) —(z — 1)
C.)
/
-1 g
14
F.)
L/
1]
1-1
L)
$1
-1: 4




Below is the graph of a function f(x).

45.) What is the y-intercept of the graph of f7

-4

42.) What is the domain of f?

43.) What is the range of f?

44.) What are the z-intercepts of the graph of f?
)
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Fractions

This chapter is a review of the arithmetic of fractions. The seven most
common rules for the arithmetic of fractions are listed below.

Every number is a fraction:

a = I
To multiply fractions, multiply their tops and bottoms:

a ¢ ac

b d bd

To divide fractions, flip the bottom fraction over and multiply:

ol

&Im|c~lm
S e

You can cancel common terms of multiplication:

ax

T
ab b

To cancel common terms from a sum, you have to cancel from every

term in the sum:

ar+ay a(r+y) z+y
ab ab b

To add fractions with the same bottoms, just add their tops:

g+f_1( n )_a+c
b b p YT Ty

To add fractions with different bottoms, make their bottoms the
same and then add:

it @@= 6@ -Fre- "

84




Simplifying fractions

There isn’t a single step-by-step process that can be used to simplify com-
plicated fractions such as

8] =
+
8 |ot

3

72

2

All you can do is look at the fraction, find some form of arithmetic that you
know how to perform (for example, using one of the rules on the previous
page), perform it, and then start the process over again. It might take several
steps, but no single step is terribly complicated. Just look for two fractions
that you can add. If you find two, add them. Look for two fractions that
you can divide. If you find two, divide them. Keep in mind that every time
you add two fractions, multiply two fractions, or divide two fractions, you are
turning two fractions into one fraction. So each time you add, multiply, or
divide fractions, you’ll have one less fraction lying around, and that’s usually
a good thing. Keep going until you are left with something that looks pretty
simple.

Examples.

e To simplify

8=
_|_
8 |ot

3
22
notice that the numerator (the top) of the larger fraction is = + 2.We know

how to add these two fractions. Their sum is 1%5 = g. Thus, if we add the
two smaller fractions in the numerator of the larger fraction we’ll have

SN2

lew

We added two fractions, and the expression that we are trying to simplify
became simpler as a result. You might think that what we are left with is
still a bit complicated, but it is simpler. We just need to make it simpler a
couple of more times, and then we’ll be done.

The expression that we are trying to simplify now is
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lew

We can divide the fractions in the numerator and the denominator (the bot-
tom) of this larger fraction using the third rule from page 83: flip the bottom
fraction over and multiply.

SR

-OG)-%
- \z/\3/ 3z
We divided two fractions that we knew how to divide, and the result was

simpler than what we started with. 63%2 is simpler than g divided by %
We need to continue simplifying our original fraction

1,5
P
3
z2
We know that it equals %—f. The 3 in the denominator divides 6, and the
result is 2. 63%2 = % The 2 in the denominator divides 22, and the result is
x. 27””2 = 2.

Therefore,

&wlo‘”

8 [=
8 |on

_|_
3
x2

and that’s the end of the simplification process.

= 2

In some of the exercises, you'll see complicated fractions, and you’ll need
to simplify them to find your answers. To simplify a complicated fraction,
just take it one step at a time. Maybe you’ll multiply two fractions, or
maybe you’ll cancel a common term from the numerator and denominator of
a fraction. You’'ll continue one step at a time until you're done.

e We can begin to simplify
23
2
(5)(%)
by multiplying the two smaller fractions in the denominator of the larger
fraction:

2

<%> (Z) B (:f)(i) B %




Thus, we can rewrite our original expression as shown below:
223 223

2 - 3
)@ &
Remember, that 223 is a fraction if we want it to be. It’s the fraction
Thus, we can simplify

22°
-

223

3

12
using our rule for dividing fractions:

218 X (2:1:3) (12) 2407
f_; B % AN VAN =Y

The last step would be to cancel the common term of 2* from the numerator

and denominator of 2;{53”3. The end result would be % = 24.

We have seen that

203
(Z)(%)

Multiplying an equation by a denominator

Some of the exercises in this chapter require you to simplify fractions. Oth-
ers require the technique of multiplying by a denominator to remove fractions
from an equation. We'll illustrate this technique with a single example.

Example.
e We can solve for x in the equation xiﬁfgl =1 by multiglying both
sides of the equation by z* — 3, which is the denominator of %ﬁ—fgl The

resulting equation will have no fractions in it, and we can continue from
there.

First, we multiply by z* — 3:

rtr—1=0a"-3)1)=2"-3
Then we subtract z*:
r—1=-3
Then we add 1:
r=—2
We have solved for z. It’s —2.
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Exercises

Simplify the expressions given in #1-11.

1)

2.)

122 + 62

3

8x + Tx
2

3
T+ =
x
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Solve for x in the equations given in #12-17.

2r — 5
12. =3
) r—1
—3)(2 1 2
(z+2)(z - 3)
14) r+1 _
2c+1
2 +3
15. _— =
) 24+ 2x 45
30 — 24
16.) — =0
—2
17.) 37

4:U+1:
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Inverse Functions

One-to-one

Suppose f : A — B is a function. We call f one-to-one if every distinct
pair of objects in A is assigned to a distinct pair of objects in B. In other
words, each object of the target has at most one object from the domain
assigned to it.

There is a way of phrasing the previous definition in a more mathematical
language: f is one-to-one if whenever we have two objects a,c € A with
a # ¢, we are guaranteed that f(a) # f(c).

Example. f : R — R where f(z) = 22 is not one-to-one because 3 # —3
and yet f(3) = f(—3) since f(3) and f(—3) both equal 9.

Horizontal line test

If a horizontal line intersects the graph of f(z) in more than one point,
then f(z) is not one-to-one.

The reason f(x) would not be one-to-one is that the graph would contain
two points that have the same second coordinate — for example, (2,3) and
(4,3). That would mean that f(2) and f(4) both equal 3, and one-to-one
functions can’t assign two different objects in the domain to the same object
of the target.

If every horizontal line in R? intersects the graph of a function at most
once, then the function is one-to-one.

Examples. Below is the graph of f : R — R where f(z) = 22. There is a
horizontal line that intersects this graph in more than one point, so f is not
one-to-one.

Fly=x?

P - = =
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Below is the graph of g : R — R where g(z) = 2. Any horizontal line that
could be drawn would intersect the graph of ¢ in at most one point, so g is
one-to-one.

3()0'—'253

Onto

Suppose f : A — B is a function. We call f onto if the range of f equals
B.

In other words, f is onto if every object in the target has at least one object
from the domain assigned to it by f.

Examples. Below is the graph of f : R — R where f(z) = 2% Using

techniques learned in the chapter “Intro to Graphs”, we can see that the
range of f is [0,00). The target of f is R, and [0,00) # R so f is not onto.

P =x?

Below is the graph of g : R — R where g(z) = 2. The function g has the
set R for its range. This equals the target of g, so ¢ is onto.

300:253




What an inverse function 1is

Suppose f : A — B is a function. A function g : B — A is called the
inverse function of f if fog=1idand go f = id.
If g is the inverse function of f, then we often rename ¢ as f~1.

Examples.

e Let f : R — R be the function defined by f(x) = = + 3, and let
g : R — R be the function defined by g(z) = x — 3. Then

fog(x)=flg(x)) = flz=3)=(r=3)+3=2

Because fog(x) = x and id(x) = x, these are the same function. In symbols,
fog=1d.
Similarly

gof(z)=g(f(z)) =gz +3)=(x+3)-3=ux
so g o f = id. Therefore, g is the inverse function of f, so we can rename g
as f~1, which means that f~1(z) = z — 3.

e Let f: R — R be the function defined by f(x) = 2z + 2, and let
g : R — R be the function defined by g(z) = %x — 1. Then

1

foul) = fla(e) = (5r—1) =2(gz —1) +2 =2

Similarly

9o fx) = g(f(x) = g2w +2) = 3 (2w +2) ~1 =2

Therefore, ¢ is the inverse function of f, which means that f~'(z) = iz — 1.

2
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The Inverse of an inverse is the original

If f~!is the inverse of f, then f~'o f =id and fo f~! = id. We can see
from the definition of inverse functions above, that f is the inverse of f~1.
That is (f~1)~t = f.

Inverse functions “reverse the assignment”

The definition of an inverse function is given above, but the essence of an
inverse function is that it reverses the assignment dictated by the original
function. If f assigns a to b, then f~! will assign b to a. Here’s why:

If f(a) = b, then we can apply f~! to both sides of the equation to obtain
the new equation f~!(f(a)) = f~1(b). The left side of the previous equation
involves function composition, f~(f(a)) = f~to f(a), and f~'o f = id, so
we are left with f~1(b) = id(a) = a.

The above paragraph can be summarized as “If f(a) = b, then f~1(b) = a.

2

Examples.
o If f(3) =4, then 3 = f~1(4).
o If f(—2) =16, then —2 = f~1(16).
o If f(x +7)=—1,then z +7 = f(-1).
o If f71(0) = —4, then 0 = f(—4).
o If f~1(2? —3x+5) =3, then 2% — 3z +5 = f(3).

In the 5 examples above, we “erased” a function from the left side of the
equation by applying its inverse function to the right side of the equation.

When a function has an inverse

A function has an inverse exactly when it is both one-to-one and onto.
This will be explained in more detail during lecture.



Using inverse functions

Inverse functions are useful in that they allow you to “undo” a function.
Below are some rather abstract (though important) examples. As the semes-
ter continues, we’ll see some more concrete examples.

Examples.

e Suppose there is an object in the domain of a function f, and that
this object is named a. Suppose that you know f(a) = 15.
If f has an inverse function, f~!, and you happen to know that f~1(15) = 3,
then you can solve for a as follows: f(a) = 15 implies that a = f~1(15). Thus,
a=3.

e If b is an object of the domain of g, ¢ has an inverse, g(b) = 6, and
g~ 1(6) = —2, then

b=g'(6) =2
e Suppose f(z + 3) = 2. If f has an inverse, and f~}(2) = 7, then
r+3=f12)="7

SO

The Graph of an inverse

If f is an invertible function (that means if f has an inverse function), and
if you know what the graph of f looks like, then you can draw the graph of
.
If (a,b) is a point in the graph of f(z), then f(a) = b. Hence, f~1(b) = a.
That means f~! assigns b to a, so (b,a) is a point in the graph of f~1(x).

Geometrically, if you switch all the first and second coordinates of points
in R?, the result is to flip R? over the “x = y line”.

94



New How points in graph of f(z) visual effect
function become points of new graph
() (a,b) — (b,a) flip over the “x = y line”
Example.
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How to find an inverse
If you know that f is an invertible function, and you have an equation for
f(x), then you can find the equation for f~! in three steps.

Step 1 is to replace f(z) with the letter y.

Step 2 is to use algebra to solve for x.

Step 3 is to replace z with f~1(y).

After using these three steps, you’ll have an equation for the function

).

Examples.
e ['ind the inverse of f(x) =z + 5.

Step 1. Yy=x+5
Step 2. rT=Y—05
Step3.  fl(y)=y—5

e Find the inverse of g(z) = =5.

_ 2z
Step 1. y==5
Step 2. r =

Step 3. g (y) = ﬁ

Make sure that you are comfortable with the algebra required to carry out
step 2 in the above problem. You will be expected to perform similar algebra

on future exams.
You should also be able to check that g o g~ = id and that ¢! o g = id.
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Exercises

In #1-6, g is an invertible function.
1.) If g(2) = 3, what is g1(3)?

2.) If g(7) = —2, what is g~ }(—2)?
3.) If g(—10) = 5, what is g~ 1(5)?
4.) If g71(6) = 8, what is g(8)?

5.) If g71(0) = 9, what is g(9)?

6.) If g~1(4) = 13, what is ¢(13)?

For #7-12, solve for x. Use that f is an invertible function and that

f (1) = -2

f(2)=3

B3 =2

f4) =5

fH5) =T

f7(6) =8

U7 =-3

8 =1

f(9) =4
Remember that you can “erase” f by applying f~! to the other side of the

equation.

7.) flx+2)=5 8.) f(Bx—4)=3 9.) f(=5z) =1

10.) f(=2—z)=2 11.) f(3) =38 12.) () =3
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Each of the functions given in #13-18 is invertible. Find the equations for
their inverse functions.

13.) f(z) =3z +2
14.) g(z) = -2 +5
15.) h(z) =1

16.) f(z) = 75
17.) g(z) = 25
18.) h(z) = 1%

19.) Below is the graph of f : R — (0,00). Does f have an inverse?

—

20.) Below is the graph of ¢ : (0,00) — R. Does ¢ have an inverse?

/%

98



21.) Below are the graphs of f(z) and f~!(z). What are the coordinates
of the points A and B on the graph of f~1(z)?

700 / ’
/ (6,!)
, .
s
A 7 o
’ ’ ¢-2,-4)

22.) Below are the graphs of g(x) and ¢g!(x). What are the coordinates of
the points C and D on the graph of g(z)?
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n-th Roots

Cube roots

Suppose g : R — R is the cubing function g(z) = 3.

We saw in the previous chapter that ¢ is one-to-one and onto. Therefore,
g has an inverse function.

The inverse of g is named the cube root, and it’s written as e In other
words, ¢g7! : R — R is the function ¢ !(x) = /z. The definition of inverse
functions says that v23 = z and (¥/z)® = z.

Inverse functions work backwards of each other:

43 = 64 V64 =4

3% =27 V27 =3
23 =8 V8 =2
13 =1 Vi=1
=0 Vv0=0
(-1 =-1 /—1=-1
(—2)% = -8 /-8 = —2

(—3)% = —27 /=27 = -3
(—4)% = —64 J—64 = —4

Notice that the domain of the cube root is R. That means you can take
the cube root of any real number.

To graph I first graph 23, and then flip the graph over the z = y line
as was described in the “Inverse Functions” chapter. The graph is drawn on

the next page.
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Graph of v

2,

A

¢

L' 4
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Square roots

Let f: R — R be the squaring function f(z) = x°.

We saw in the previous chapter that f is neither one-to-one nor onto, so it
has no inverse. But, there is a way to change the domain and the target of
the squaring function in such a way that squaring becomes both one-to-one
and onto.

If b : [0,00) — [0, 00) is the squaring function h(z) = x?, then we can check
that the graph of h passes the horizontal line test and that the range of A is
the same as its target, [0,00). (The graph of h is drawn on the next page.)
Therefore, h is one-to-one and onto and thus A has an inverse function, which
is called the square root and is written as h™'(z) = /.

Notice that the domain of ¢/ is [0,00), and not R. That means we can’t
square root a negative number. We cannot, under any circumstances, take
the square root of a negative number.

02=0 v0=0
12=1 vVi=1
22 =4 V=2
32=9 vV9=3
42 = 16 V16 =4
52 = 25 V25 =5

62 = 36 V36 =6

The graph of J s drawn on the next page.

Common shorthand

Often people will write \/x to mean /z. Be careful, \/x can never be used
as a shorthand for /.
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Graph of v

e xz
h:[0,0)—[0 )
h(x)=x?
€ —0 >
2

N

N
5
‘\
»
®
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n-th roots

If n € N and n > 2, then 2™ describes a function.

The “odd exponent” functions z3, z°, 27, z°, ... are all different functions,
but they behave similarly, and their graphs are similar. As a result of this
similarity, if n is odd then x™ has an inverse function named o R — R. In
particular, the domain of o/ 1s R whenever n is odd, so we can can take an
“odd root” of any real number, even a negative number.

On the other hand, the “even exponent” functions z*, 2% 2%, 210, ... all
behave like 2. If n is even, then o/ +10,00) = [0,00) is the inverse of 2.
That means that you can’t ever put a negative number into an even root
function, and negative numbers never come out of even root functions.

Once more, you can take an even root of any positive number. You can
take an even root of the number 0. But you can never take an even root of
a negative number. Ever.

The most important thing to remember about n-th roots is that they are

inverses of the functions z”. That’s the content of the following two equations:

(Vr)"=x and Var'=z

Graph of y/ if n is odd (n > 3)

A

+
/ A
Y
-3
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Graph of / if n is even (n > 2)

o

')

L 4

Using n-th roots

This section is a special case of the “Using inverse functions” section from
the “Inverse Functions” chapter. Also compare to exercises #7-12 from the
“Inverse Functions” chapter.

Problem 1. Solve for x where 2(x — 5)% = 16.

Solution. First notice the order of the algebra on the left side of the equal
sign: In the expression 2(z — 5)% = 16, the first thing we do to z is subtract
5. Then we cube, and last we multiply by 2.

We can erase what happened last (multiplication by 2) by applying its
inverse (division by 2) to the right side of the equation.

16
—5)=— =38
(x=5)° = 3

Then we can erase the cube by applying its inverse (cube-root) to the right

side.
r—5=v8=2
Then we can erase subtracting 5 by adding 5 to the right side.
r=245=7

Problem 2. If v/22 = 6, what is 27

Solution. Squaring is the inverse of the square root, so 2z = 62 = 36, which
means that r = 18.
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Inequalities
Here are some rules for inequalities that you have to know.

If a < b, then:
a+d<b+d
a—d<b—d
ca < cb ifc>0
cb < ca ifc <0
a < b fo0<a<bd
Ja < Vb if0<a<b
P<d if0<a<b
If a < b, then:
a+d<b+d
a—d<b-—d
ca < cb ifec>0
ch < ca if ¢ <0
a” < b Ho<a<b
Va < Vb if0<a<b
;<i if0<a<b



Implied domains

Problem 1. What is the implied domain of f(z) = Va2 + 157

Solution. For any x € R, 2?2 is a real number. Add 15, and then 2% 4 15 is
a real number. You can take a cube root of any real number, so V&2 + 15 is
a real number.

To recap, any real number that you put into f results in a real number
coming out, so the implied domain for f is R.

Problem 2. What is the implied domain of g(x) = Vo — 27

Solution. We can’t take the square root of a negative number. So g(x) only
makes sense if the number we are supposed to take the square root of, x — 2,
is positive or 0. That means we need to have that x —2 > 0. Therefore, after
adding 2 to both sides of the previous inequality, x > 2.

The implied domain of g — which is all of those numbers that we may safely
feed into g — is the set of all x such that x > 2. This set is [2, 00).

Some algebra rules for n-th roots
IfneN,a>0,and b > 0, then

(ab)" = abababab - - - abab
= (aaaa - - - aa)(bbbb - - - bb)

Let’s take two other positive numbers: x > 0 and y > 0. Since W/ 1s
the inverse of the function 2", we have x = (/z)" and y = (¢/y)". Thus,
oy = (V45"

If we let @ = (/x) and b = ({/y), then the above paragraph showed that
(/)" (/y)" = (Y2 /y)". So we have that

vy = (V)" (Vy)" = (Vayy)"
Now we can erase the n-th power from the right side of the equation above

by applying its inverse, /5 to the left side of the equation. That gives us the

following equation on the next page.
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/7 = /35

A special case of the rule above is

You might be tempted at some point to write that /x + y is the same
thing as /= + ¢/y, but it is not. For example, v/9 + 16 = V25 = 5, but
V94 /16 =3+4 =7, and 5 does not equal 7.

Va+y# e+ 3y

Simplifying square roots of natural numbers

When writing the square root of a natural number, you’ll usually be ex-
pected to write a final result that does not include taking the square root of
a number that is a square. For example, you should write v/4 as 2, because
4=2%and V22 = 2.

You can use the rule \/zy = /z,/y to help you remove squares from the
inside of a square root. For example, 20 = (2)(2)(5) = 225. Thus,

V20 = V225 = V225 = 2V/5

For one more example, if asked for v/360, first factor 360 into a product of
prime numbers to see that 360 = 23325 = 2232 (2)(5). Then we have

V360 = VEVEL/2)(5) = (2)(3)V/2)(5) = 6V10

You can be sure that you are done simplifying at this point because 10 written
as a product of primes is (2)(5), and this product does not include more than
one of the same prime number.
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Exercises
1.) What is z if (z +7)% = 8?
2.) Solve for x where v/z + 2 = 4.
3.) If 4(2z + 7)° = 12, then what is x?
4.) Find z when 3v/4 — 2 = 9.
5.) What is the inverse function of f(x) =23 +5?
6.) What is the inverse function of g(z) =4vx + 77

In #7-13, solve the inequality for x.

7) 2z —13 < 4 8.) —3r <16+ 9.) 4>
10.) v2x —6 > 2 11.) 12 < —2° 44 12.) v/3z
13.) 2 > 24

In #14-17, find the implied domains of the given functions.

14.) f(z) = V322 — 14z +9 15.) g(x) = /17 — 2x
16.) h(z) = 599z — 4 17.) f(z) = 10 — Y222

Simplify the expression in #18-23.

18.) V27 19.) V24 20.) /100
21.) /52 22.) /150 23.) V48
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For #24-30, match the numbered functions with their lettered graphs.

24.) x?
27.) ¢z —1
30.) — /7
A)
D.)
1/
G.)

25.) /T
28.) 2¢/z

110

26.) ¢z +1
20.) L

2




For #31-37, match the numbered functions with their lettered graphs.

31.) x?
34.) ¥z —1

37.) v/—x

32.) /7 33.) ¥/7 + 1
35.) 2z 36.) ¢/
B.) )
/)
A
E.) F)
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For #38-46, match the numbered functions with their lettered graphs.

38.) ¥z
41.) vx —1+1
44.) =z +1

Al)

_—
d

39.) VT +1+1

2) Jr—1-1
45.) =z + 1
B.)

112

40.) vVr+1-1
43.) —v/—x
46.) —¢/z — 1
C.)
P
e




For #47-53, match the numbered functions with their lettered graphs.

47.) 3

50.) /7 — 1
53.) —/z

18.) /x 19) Yz +1
51.) 2¥/x 52.) LT
B.) C.)
I
//
E.) F.)
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For #54-60, match the numbered functions with their lettered graphs.

54.) a 55.) /T 56.) ¥/ + 1
57.) v/ —1 58.) v2x 59.) /%
60.) /=%
A B.) C.)
/—-———7
ra -
— /
D.) E.) F.)
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Polynomials
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Basics of Polynomials

A polynomial is what we call any function that is defined by an equation
of the form

1

p(z) = apz”™ + ap12" " + - -+ a1 + ag

where a,,, a,_1, ...a1, a9 € R.

Examples. The following three functions are examples of polynomials.

e p(r) = —22% —mx + v/2 is a polynomial. We could rewrite p(z) as
p(l’) - (_2)1'2 + (—77)1' + (\2/5), SO ay = —2, a1 = —m, and ay = \2/§

e p(z) = 3z* — 3z is a polynomial. Notice that
p(z) = (3)z*+ (0)2® + (0)2* + (—3)z+(0), s0 as = 3, a3 = 0, a2 = 0, a1 = —1,
and ag = 0.

e p(z) = 15 is a polynomial. Here ay = 15.

Coefficients, degree, and leading terms

The numbers a,,a,_1,...a1,ayp € R in the definition of a polynomial are
called the coefficients of the polynomial. A coefficient a; is called the degree
k coefficient.

We almost always write a polynomial as p(z) = a,z" + a, 12" 1+ -+ +
a1x + ag where a,, # 0. That means we never really write a polynomial as
022 + 3z, although it is technically a polynomial. It would just be silly to
write 0z + 3z instead of 3z, since they are equal.

If we write a polynomial as p(z) = a,2™ + a,_12" 1 + - - - + a1z + ap where
a, # 0, then n is the degree of p(z), a, is the leading coefficient of p(x), and
a,x" is the leading term of p(x).

For example, the leading coefficient of 423 —5x%+6x —7 is 4. Its degree is 3,
and its leading term is 42°. Notice that the leading term of 42% — 522 +6x — 7
records both the leading coefficient and the degree of 42® — 522 + 62 — 7.

If the degree of a polynomial is small, there is usually a word to describe it.
For example, degree 0 polynomials are called constant polynomials. Degree

1 polynomials are called linear polynomials...
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degree common example leading leading
name coefficient term

0 constant 2 2 2

1 linear 3r—1 3 3

2 quadratic 22+ 2x — 4 1 z?

3 cubic —2® —x —1 —3

4 quartic %1‘4 — 23 +1 % %x‘l

5) quintic —37° + 22 — 12 -3 —32°

Watch out for this trick. The leading coefficient of 3+ 227 is 2, its leading
term is 22°, and its degree is 5. Such a polynomial is most often written as
225 + 3, but changing the way it’s written does not change its degree, leading
coefficient, or leading term.

The degree is the biggest exponent above any of the x’s. If the degree of
a polynomial equals n, then the leading coefficient is the coefficient in front
of ", whether it’s the first number written on the left of the polynomial or
not.

Addition, subtraction, and multiplication

Adding, subtracting, and multiplying polynomials usually boils down to an
exercise in using the distributive law.

Examples in addition and subtraction. To add or subtract the polyn-
imials
p(z) = 32° — 72° + 42% — 2
and
q(z) = z* — 22° + 32 — 5
you just have to pair up the coefficients whose degree is the same, and then

add or subtract each pair.
117



Thus, p(x) + q(z) equals
B (0t (-7t + @ O+ (-2)]

[ @+ @at+ (-22*+ @+ Ozt (-5)]

=(34+0)2° + 0+ Da* + (=7 + (=2)2* + (4 4+ 3)2* + (0+ 0)x + (=2 + (=5))
=325 + 2t — 93+ T? — 7

and p(z) — q(z) equals

[ (3)x® + + (—D2* +  (4)2*+ + (—2)}
— [ (Dt + (=2)2® + (3)x* + + (—5)}
=(3-0)2° 4+ (0 — D)z* + (=7 — (=2)2* + (4 — 3)2* + +(—2 — (-5))

=325 —2* — 5+ 2%+ 3

Below are three examples of polynomial multiplication.

o 2 —4)=2r—-2(4)=2x—-38

o 4x’(x 4+ Tx — 2) = da’x® + 427w — 4272
= 42° 4 282" — 8a”

o (327 +4x)(at —22° +5) = (327 + 42)2* — (327 4 42)22° + (32 + 42)5
= 3%zt + daat — 3222203 — 42223 + 32°5 + 425
= 32% + 42° — 62° — 82" + 152° + 20z
= 32°% — 22° — 82" + 152” + 20z
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Leading term of a product is the product of leading
terms

Notice that in each of the three examples above, the leading term of the
product is the product of the leading terms. That is, the leading term of
2(x — 4) is the product of 2 and z. The leading term of 4a?(x3 + Tx — 2)
is 42° = (42?)(2?), and the leading term of (32 + 4x)(x? — 22° + 5) is
3% = (322)(2%).

These examples illustrate an important feature of polynomial multiplica-
tion: If you multiply some polynomials together, no matter how many poly-
nomials, you can find the leading term of the resulting product by multiplying
together the leading terms of the polynomials that you started with.

Examples.

e The leading term of 22? — 5z is 222, The leading term of —7x + 4
is —7x. So the leading term of (22? — 5z)(—7x + 4) will be
(22%)(—Tx) = —142°.

e The leading term of 5(x — 2)(x + 3)(x* + 3x — 7) will be
(5)(z)(x)(a?) = ba™.

e The leading term of (223 — 7)(2° — 3z + 5)(x — 1)(52" + 62 — 9)
equals (22%)(2°)(x)(52") = 1021,
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Exercises

For #1-5, find the degree, leading coefficient, and leading term of the given
polynomials.

1) 223 — 2% + T — 4
2.) —x? + 7w

3) x—T

4.) 23x° — 100 + 3z!7
5.) —dx + 2

For #6-16, add, subtract, or multiply the polynomials as indicated in the
problem.

6.) 2x+3) + (—x+5)

7.) (322 —2+6) — (322 + 2 — 6)

8.) (8z? —bx —2) + (4a° —2*+ 32 +7)
9.) (720 + 2 —3) — (72'% + 172 + 10)
10.) (—2% + 42 +2) — (5ot — 22 + 22 — 8)
11.) 32%(z +7)

12.) —5z(2x — 3)

13.) 62%(3z + 1)

14.) 2z(2® + 4z — 6)

15.) (2 +6)(x — b)

16.) (52° + 8)(a? + 2z — 1)
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For #17-25, determine the leading term of the given polynomial.
(z = 2)(x=7)
(2 —l—x+1)(5x3—4x2—x+9)

19.) 3(7a* — 23 + 522 — 13z + 3) (42 — 62 — bx)

17.)
18.)
)
20.) 2(z +1)
21.) —5(z +4)(x — 5)
)
3.)
)
)

22.) 8(x = 3)(x = 5)(z — 6)(x —9)

23.) —=3(z + 3)(2* — 4z + 2)

24.) (x+1)(z+ 1) (z+ 1) (2 — 4)(2® — 7)(2® + 22 — 3)

25.) 5(z — 3)(x —5)(x — 6)(z* + 1)(2® + 22 — 7)

26.) Suppose pi(z), p2(x), ..., pr(x) are polynomials and that none of them
equal 0. Assume that ny is the degree of p;(z), and that nsy is the degree of
po(z), and so on. What is the degree of the product p;(z)p2(x) - - pr(x)?

For #27-31, write the given expressions in their simplest form. (Some are
already written in their simplest form.)

27.) V12 28) V39  29.) V81  30.) V43  31.) V18
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Division

We saw in the last chapter that if you add two polynomials, the result is
a polynomial. If you subtract two polynomials, you get a polynomial. And
the product of two polynomials is a polynomial.

Division of polynomials doesn’t work as well. Sometimes when we divide
polynomials the result is a polynomial as is the case for

P +r  x(r+1)

= =x+1
x x

but more often than not, when we didive two polynomials the result is not
a polynomial. For example, % is not a polynomial even though 1 and x are
polynomials.

Dividing by constant polynomials

Dividing a polynomial by a constant — or degree 0 — polynomial turns out
to be the same as multiplying a polynomial by a constant:

A +2—8 1
%:5(4x2+x—8)
1 11
= —42° 4+ —x — =8
pH 5T T g
1

Division becomes more complicated when we divide by polynomials whose
degree is greater than 0.

Dividing by non-constant polynomials

The best way to learn polynomial division is to work through a few exam-
ples. We'll take a look at a couple of examples here, and we’ll work out some
examples in class as well.

Before we begin, if p(x) and ¢(z) are polynomials, then p(z) is called the

numerator of the fraction 2%, and ¢(z) is the denominator.
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622+ 5x + 1
3r+1

Example 1:

Step 1. Write a division sign. Write the denominator to the left of the
division sign. Write the numerator inside of the division sign.

31+|[6x2+5x+ l

Step 2. Divide the leading term of the numerator by the leading term of
the denominator and write the answer on top of the division sign.

éx? 22
X B+ lé:cz +52 +]

Step 3. Multiply the denominator by what you just wrote on top of the
division sign. Write this product below the numerator.

2
D+ Féxz +Ex +]
\-——5 62’-24'21

22 (3x+1)= 62242
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Step 4. Subtract what you just wrote below the numerator from the
numerator. Write the answer below.

2x
Bx+l | Ex% +5x+]
-(x?*+2x )

Bx+ |

Repeat Steps 2, 3, and 4 with the same denominator, but this time use
the difference you found in Step 4 as your new numerator.

Step 2. Divide the leading term of the new numerator by the leading term
of the denominator and write the answer on top of the division sign.

2% ,////f’#_jzz\?

EY Yt | 622 +5x |
-(6x* +2x )
3x + |

Step 3. Multiply the denominator by what you just wrote on top of the
division sign. Write this product below the new numerator.

2x 1
3+ ]61"-+5x+l
1(31)= 3+ -(gxte2x )

3xX+]
3+l
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Step 4. Subtract what you just wrote below the new numerator from the
new numerator. Write the answer below.

2x_1
3x+] [6x2+5x+]

-(6x*+2x )

The division process has ended because we ended Step 4 by writing 0.
That means that 69”2+—5xl+1 has no remainder. The solution is found by adding
together all of the terms that were written on top of the division sign. That
is,

622 + 5z + 1

=2 1
3r+1 T

102* —4a2® + 52 — 4
213 — 3x

Example 2:

There are two added wrinkles in this example that did not appear in the
first example: In this example our division will have a remainder, and we will
have to leave spaces where terms of a polynomial are missing — that last part
should make sense soon.
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Step 1. Write a division sign. Write the denominator to the left of the
division sign. Write the numerator inside of the division sign, but in writing
the numerator, leave a space wherever a term is “missing”.

At this step, our numerator is 10x* — 42 + 5z — 4. There is no z? term in
102* — 42 4+ 5z — 4, so we’'ll leave a space where it would have been, between
the 2% and z terms.

2x*-3x [ 10x¥-4x3  +5x-4

Step 2. Divide the leading term of the numerator by the leading term of
the denominator and write the answer on top of the division sign.

02t _ > 5y

—
———

2x? 2x3-3x [102%-4x® +5x -4

Step 3. Multiply the denominator by what you just wrote on top of the
division sign. Write this product below the numerator, again, leaving a space
wherever a term is missing.

5x
2x3-3x [10x% -t +5y -4

4 o2
5 (253-32)= [0~ |5yt —710% 152
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Step 4. Subtract what you just wrote below the numerator from the
numerator. Write the answer below.

5x
2x% -3 | 102 - 23 +5x - Y
~(10x* - 152 )

— Y4234 1522 +5x -4

Repeat Steps 2, 3, and 4 with the same denominator, but this time use
the difference you found in Step 4 as your new numerator.

Step 2. Divide the leading term of the new numerator by the leading term
of the denominator and write the answer on top of the division sign.

_ 3 /_\)
4 x 5 2

-z "2 X -
2% 2x2-3x [ 10x%* - 43 +5x -4
~(1ox* - [5x? )

~Yx2+ |53 +5x -4

Step 3. Multiply the denominator by what you just wrote on top of the
division sign. Write this product below the new numerator, leaving a space
where any missing terms would have been.

5x -2
2x33x | 10x%-42%  +5x -4
~(l0x*  _i5x? )
T —Ux34)5x%48x - Y

~2(223-3x)= -4 6

?"4’13 e
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Step 4. Subtract what you just wrote below the new numerator from the
new numerator. Write the answer below.

5x -2
213-31 ﬁOx“—~‘.‘x3 +5x - 4
- (10x* -15x? )

—Yx34]52% +5x 4
— (-3 +62 )
15x2% - % -4

Important: Once you finish Step 4 with a polynomial whose degree is
less than the degree of the denominator, you are done. It’s the remainder.
Otherwise it’s the new numerator and you have to repeat Steps 2, 3, and 4
again.

In the first example in this chapter we ended with the polynomial 0 (the
polynomial 0 always has smaller degree than the denominator) and that
means that the remainder equaled 0, which is sometimes expressed by saying
there is no remainder.

In this second example, the remainder is 152> — z — 4. We know it’s the
remainder because its degree is less than the degree of 223 — 3z.

We write the solution to our division problem by summing the terms on top
of the division sign, and adding the remainder divided by the denominator.
In other words,

102t — 42 + 52 — 4 1522 — 2z — 4

=br—2
213 — 3x o + 213 — 3x

The way the answer above is written is the way the answer would have to
be written on exams.



Remainders from linear denominators: If you divide a polynomial by
a linear polynomial, the remainder is always a constant. That’s because the
degree of the remainder in polynomial division has to be less than the degree
of the denominator, and the only polynomials whose degrees are less than
the degree of a linear polynomial are constant polynomials.

Synthetic division
If € R, here’s how to do synthetic division to find %:
Write «, and to the left of that write the coefficients of p(x) in order, even

the coefficients that equal 0.

2x2+2x -6
x -2 Z 3 2 -6

Under the coefficients of p(x), write +-signs, and then leaving space for an-
other row of numbers below that, draw an upside-down long division symbol.
(I like to put a dashed horizontal line below all of that to separate the last
column form the column preceding it.)

2 > 2 -6

1
b
t
l

There are two types of moves: going down is addition, moving up and to
the right one spot is multiplication by a.

2 | 3 2 g

+ + +

Ixz/l *Z/i_
4,/ d,/:/ T
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Start with the first coefficient of p(z). Go down, then up and to the right,
then down, then up and to the right, then down until you fill in the last

space to the right of the dashed horizontal line. (This last spot will be the
remainder.)

2 -6
+

+

N
+ W3

A
2 8% o

The numbers to the left of the dashed horizontal line are the coefficients, in
order, of the polynomial that is your answer, except you also have to add the

remainder (which is the number to the right of the dashed horizontal line)
divided by x — a.

Lx?*+2x -6
<7 = 3x*8+'£):'2"
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Exercises

Divide. You can use synthetic division if the denominator (the polynomial
in the bottom of the fraction) is degree 1, and has a leading coefficient of 1.

1) 1223 — 1322 + 92 — 2

3r—1
2‘) 24 x—12
r—3
3) 1522 — 27z + 13
' x+1
1) 203 + 222 — 48z + 72
' x+6
5) 1224 — 83 — 2242 + 4x + 8
' 422 — 2
6) —x2+ 15 —1
r—1
7) 442 +r—6
r—1
=323+ 522 — 2249
8.) 5
e+ 1
9) 4o — 2 —x — 1
r+95
10) 6x° + bx* — 222 + 50z — 13

r—3

131



Roots & Factors

Roots of a polynomial
A root of a polynomial p(z) is a number a € R such that p(a) = 0.

Examples.

e 3 is a root of the polynomial p(x) = 2z — 6 because
p(3)=2(3)—6=6—6=0
e 1 is a root of the polynomial ¢(z) = 152 — 7z — 8 since
q(1) =15(1)* —=7(1) =8 =15-7—-8=0
e (v/2)2—2=0,s0 v/2 is a root of 2% — 2.

Be aware: What we call a root is what others call a “real root”, to emphasize
that it is both a root and a real number. Since the only numbers we will
consider in this course are real numbers, clarifying that a root is a ‘“real
root” won’t be necessary.

Factors

A polynomial ¢(z) is a factor of the polynomial p(z) if there is a third
polynomial g(z) such that p(z) = q(x)g(x).

Example. 32° — 2% + 122 — 4 = (3x — 1)(2* + 4), so 3z — 1 is a factor of
323 — 2%+ 122 — 4. The polynomial 22+ 4 is also a factor of 323 — 2?4 12x — 4.

Factors and division

If you divide a polynomial p(x) by another polynomial ¢(x), and there is

no remainder, then ¢(z) is a factor of p(x). That’s because if there’s no
remainder, then 2% is a polynomial, and p(x) = q(m)(’q%). That’s the
definition of ¢(x) being a factor of p(z).

If % has a remainder, then ¢(x) is not a factor of p(z).

Example. In the previous chapter we saw that

622+ 5x + 1

=2 1
3x+11 T
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Multiplying the above equation by 3z + 1 gives
62> + 5z +1= 3z +1)(2z + 1)
so 3x + 1 is a factor of 622 + 5z + 1.

Most important examples of roots

Notice that the number « is a root of the linear polynomial x — « since
a—a=0.

You have to be able to recognize these types of roots when you see them.

polynomial \ root
T — 2 2
x—3 3
r— (—2) -2
T+ 2 —2

x+ 15 —15
r—« o

Linear factors give roots

Suppose there is some number «a such that x—a is a factor of the polynomial
p(z). We'll see that a must be a root of p(x).
That x — « is a factor of p(x) means there is a polynomial g(x) such that

p(z) = (z — a)g(z)
Then

p(@) = (@ = a)g(a)
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Notice that it didn’t matter what polynomial g(x) was, or what number
g(a) was; « is a root of p(x).

If x — a is a factor of p(z),

then « is a root of p(x).

Examples.
e 2 is aroot of p(z) = (z — 2)(n"2"® — 272! + 325 — 23) because

p(2) = (2 - 2) (2P —27(2)"! + %25 — 2%

3
=0- (772 —27(2)" + 125 —2%)
=0

e 4is a root of q(x) = (v — 4)(21 — 257 — 1723 + )
e —2. 1, and 5 are roots of the polynomial 3(z + 2)(z — 1)(x — 5).

Roots give linear factors

Suppose the number « is a root of the polynomial p(x). That means that
p(a) = 0. We'll see that © — o must be a factor of p(z).

Let’s start by dividing p(z) by (x — «). Remember that when you divide
a polynomial by a linear polynomial, the remainder is always a constant. So
we’ll get something that looks like

plz) . c
CEr IRk

where g(z) is a polynomial and ¢ € R is a constant.
Next we can multiply the previous equation by (x — «) to get

p() = (2 = o) (9(0) + (=5

= (z —a)g(z) + (v — )

Cc

(z — a)
= (x —a)g(x)+c



That means that
p(@) = (o = a)g(a) +¢
=0-g(a)+c
=0+c
=c
Now remember that p(a) = 0. We haven’t used that information in this

problem yet, but we can now: because p(a) = 0 and p(a) = ¢, it must be
that ¢ = 0. Therefore,

p(x) = (z = a)g(z) + c = (v — a)g(z)

That means that z — « is a factor of p(z), which is what we wanted to check.

If a is a root of p(x),
then z — « is a factor of p(z)

Example. It’s easy to see that 1 is a root of p(x) = 2* — 1. Therefore, we
know that x — 1 is a factor of p(x). That means that p(z) = (z — 1)g(x) for
some polynomial g(x).

To find ¢(x), divide p(x) by = — 1:

ola) = 2

r—1 z-—1
Hence, 22 — 1 = (z — 1)(2® + 2 + 1).
We were able to find two factors of 3 — 1 because we spotted that the
number 1 was a root of 23 — 1.

=22 +r+1

* * * * * * * * * * * * *

Roots and graphs

If you put a root into a polynomial, 0 comes out. That means that if « is
a root of p(x), then (,0) € R? is a point in the graph of p(x). These points
are exactly the z-intercepts of the graph of p(z).

The roots of a polynomial are exactly the x-intercepts of its graph.
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Examples.

e Below is the graph of a polynomial p(z). The graph intersects the
z-axis at 2 and 4, so 2 and 4 must be roots of p(x). That means that (z — 2)
and (x — 4) are factors of p(x).

A

& 90

s

e Below is the graph of a polynomial ¢(z). The graph intersects the
r-axis at —3, 2, and 5, so —3, 2, and 5 are roots of ¢(x), and (z + 3), (v — 2),
and (x — 5) are factors of ¢(z).




Degree of a product is the sum of degrees of the factors

Let’s take a look at some products of polynomials that we saw before in
the chapter on “Basics of Polynomials”:

The leading term of (222 — 5x)(—7z + 4) is —1423. This is an example of
a degree 2 and a degree 1 polynomial whose product equals 3. Notice that
24+1=3

The product 5(z — 2)(z + 3)(2* + 3z — 7) is a degree 4 polynomial because
its leading term is 5z*. The degrees of 5, (z — 2), (z + 3), and (2> + 3z — 7)
are 0, 1, 1, and 2, respectively. Notice that 0 +1+ 1+ 2 = 4.

The degrees of (223 —7), (2° — 3z +5), (x — 1), and (527 + 62 — 9) are 3,
5, 1, and 7, respectively. The degree of their product,

(223 — 7)(2® — 3z +5)(z — 1)(5a” + 62 — 9),

equals 16 since its leading term is 102'%. Once again, we have that the sum of

the degrees of the factors equals the degree of the product: 3+5+147 = 16.
These three examples suggest a general pattern that always holds for fac-

tored polynomials (as long as the factored polynomial does not equal 0):

If a polynomial p(x) is factored into a product of polynomials,
then the degree of p(z) equals the sum of the degrees of its factors.

Examples.
e The degree of (423 + 27x — 3)(32% — 2723 + 15) equals 3+ 6 = 9.
e The degree of —7(z + 4)(z — 1)(z — 3)(x — 3)(2® + 1) equals
0O+1+1+1+1+4+2=06.

Degree of a polynomial bounds the number of roots

Suppose p(x) is a polynomial that has n roots, and that p(z) is not the
constant polynomial p(z) = 0. Let’s name the roots of p(x) as ag, s, ..., ay,.
Any root of p(x) gives a linear factor of p(x), so

p(z)=(r—a1)(z—ag) - (x — a,)q(x)
for some polynomial ¢(z).
Because the degree of a product is the sum of the degrees, the degree of
p(x) is at least n.
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The degree of p(x) (if p(x) # 0) is greater than or
equal to the number of roots that p(x) has.

Examples.
e 5x* — 313 4+ 22 — 17 has at most 4 roots.
o 4™ — 15252 4+ 3721 — 7 has at most 723 roots.

e Aside from the constant polynomial p(x) = 0, if a function has a
graph that has infinitely many x-intercepts, then the function cannot
be a polynomial.

If it were a polynomial, its number of roots (or alternatively, its
number of z-intercepts) would be bounded by the degree of the
polynomial, and thus there would only be finitely many x-intercepts.

To illustrate, if you are familiar with the graphs of the functions
sin(z) and cos(z), then you'll recall that they each have infinitely
many z-intercepts. Thus, they cannot be polynomials. (If you are
unfamiliar with sin(z) and cos(x), then you can ignore this paragraph.)
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Exercises

1.) Name two roots of the polynomial (xz — 1)(x — 2).
2.) Name two roots of the polynomial —(z+7)(z —3)(z* + 23 + 22>+ 2z +1).
3.) Name four roots of the polynomial —2(z+1)(z+3)(z—3)(z—3)(z*+1).

It will help with #4-6 to know that each of the polynomials from those
problems has a root that equals either —1, 0, or 1. Remember that if « is a
root of p(z), then 22 is a polynomial and p(z) = (z — @)%.

r—Q

4.) Write 23 + 42 — 5 as a product of a linear and a quadratic polynomial.

5.) Write 23+ as a product of a linear and a quadratic polynomial. (Hint:
you could use the distributive law here.)

6.) Write 2° + 324 + 23 — 22 — 2 — 1 as a product of a linear and a quartic
polynomial.

7.) The graph of a polynomial p(x) is drawn below. Identify as many roots
and factors of p(x) as you can. »

A

#
wﬂu
1
¥
i
3
wnr

p()

8.) The graph of a polynomial ¢(z) is drawn below. Identify as many roots
and factors of ¢(x) as you can. N
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For #9-13, determine the degree of the given polynomial.
9.) (z+3)(z —2)

10.) (3x + 5)(42% + 2z — 3)
12.) 4(z — D(xz — 1)(z — 1)(z — 2)(2® + 7)(2® + 3z — 4)

)

11.) —17(3z% + 20z — 4)
)
) 5(z —3)(a* + 1)

13.

14.) (True/False) 72 4+ 132% — 323 — 72* + 22 — 1 has 8 roots.

For #15-17, divide the polynomials. You can use synthetic division for #17
if you'd like.

20 — 22° + 6% — 1023 + 1422 — 10z + 14

15.
) 2+ 3
16)) 203 + 2?2 4+ 4x — 6
20 — 1
203 L 4y —
17) x° +4x —6

T — 2
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Constant & Linear Polynomials

Constant polynomials

A constant polynomial is the same thing as a constant function. That is, a
constant polynomial is a function of the form

p(x) =c
for some number c. For example, p(z) = —3 or ¢(z) = —T.

The output of a constant polynomial does not depend on the input (notice
that there is no = on the right side of the equation p(z) = ¢). Constant
polynomials are also called degree 0 polynomials.

The graph of a constant polynomial is a horizontal line. A constant poly-
nomial does not have any roots unless it is the polynomial p(x) = 0.

Linear polynomials
A linear polynomial is any polynomial defined by an equation of the form
p(z) =ax+0b

where a and b are real numbers and a # 0. For example, p(z) = 3z — 7 and
q(x) = _Tl?’x—l—g are linear polynomials. A linear polynomial is the same thing
as a degree 1 polynomial.

Roots of linear polynomials

Every linear polynomial has exactly one root. Finding the root is just a
matter of basic algebra.

Problem: Find the root of p(x) = 3z — 7.

Solution: The root of p(x) is the number « such that p(«a)
problem that means that 3a — 7 = 0. Hence 3o = 7, so a =
the root of 3z — 7.

[SVIEN] ||
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Slope

The slope of a line is the ratio of the change in the second coordinate to the
change in the first coordinate. In different words, if a line contains the two
points (x1,y1) and (x2,¥s), then the slope is the change in the y-coordinate
— which equals ys — y; — divided by the change in the x-coordinate — which
equals xo — 7.

Slope of line containing (x1,y;) and (x2, yo):

Y2 — U1
X9 — I

Example: The slope of the line containing the two points (—1,4) and (2, 5)

equals
5—4

1
2—(-1) 3
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Graphing linear polynomials

Let p(x) = ax where a is a number that does not equal 0. This polynomial
is an example of a linear polynomial.

The graph of p(z) = az is a straight line that passes through (0,0) € R?
and has slope equal to a. We can check this by graphing it. The point
(0,a0) = (0,0) is in the graph, as are the points (1, a), (2,2a), (3,3a),... and
(—1,—a), (—2,—2a), (—3,—3a),...

2 3y
3 f

: 22
\ K
B
Y
{; v
b
-4z
- Efé ¥
-~ sz%
oy
Ry
-3y

Because the graph of ax + b is the graph of ax shifted up or down by b
— depending on whether b is positive or negative — the graph of ax + b is a
straight line that passes through (0,0) € R? and has slope equal to a.

Problem: Graph p(z) = —2z + 4.

Solution: The graph of —2z+4 is the graph of —2x “shifted up” by 4. Draw
—2x, which is the line of slope —2 that passes through (0,0), and then shift

it up to the line that passes through (0,4) and is parallel to —2x.
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Another solution: To graph a linear polynomial, find two points in the
graph, and then draw the straight line that passes through them.

Since p(x) = —2x + 4 has 2 as a root, it has an z-intercept at 2. The y-
intercept is the point in the graph whose first coordinate equals 0, and that’s
the point (0,p(0)) = (0,4). To graph —2x + 4, draw the line passing through
the z- and y-intercepts.

Behind the name. Degree 1 polynomials are called linear polynomials
because their graphs are straight lines.
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Exercises

For #1-3, match the numbered constant polynomials with their lettered
graphs.

1) plz) =3 2) qlz) = 2 3) flz)=m
Al B.) C.)
¢ 3 > € 3 >
< T >

Find the root for each of the linear polynomials given in #4-9.
4.) p(x) =22 —3 5.) q(x) =2 +2 6.) r(z)=—3z+ 2

7.) flx) =42 -6 8.) g(x) =2z -8 9.) h(z) =2 —3

For #10-13, find the slope of the line that passes through the two points
that are given.

10.) (2,3) and (3,5) 11.) (4,5) and (=2,7)

12.) (=3,4) and (10,0) 13.) (1,—5) and (3,2)
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For #14-16, match the given slope of a line with the lettered lines drawn.

14.) slope —3 15.) slope 2 16.) slope 0

s
R

For each of the linear polynomials given in #17-20, find the slope, z-
intercept, and y-intercept of its graph. The slope of the graph of a linear
polynomial is its leading coefficient. The z-intercept is the root of the linear
polynomial. The y-intercept is its constant term.

17.) p(x) =2x +1 18.) q(x) =2 =5

19.) f(z) = -3z +4 20.) g(x) =4a — 7
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For #21-23, match the given linear polynomial with its lettered graph.

21.) p(z) =22 +6 22.) q(x) = -3z —2 23.) f(x)=a2—4

A) B.) C.)

LAY

24.) Claudia owns a coconut collecting company. She has to pay $200 for
a coconut collecting license to run her company, and she makes $3 for every
coconut she collects. If x is the number of coconuts she collects, and p(z) is
the number of dollars her company earns, then find an equation for p(z).

25.) Spencer is payed $400 to collect coconuts no matter how many co-
conuts he collects. Because he is collecting coconuts for a flat fee, the local
government does not require Spencer to purchase a coconut collecting license.
If ¢(z) is the number of dollars he earns for collecting = coconuts, what is the
equation that defines ¢(x)?

26.) If Claudia and Spencer collect the same number of coconuts, then
how many coconuts would Claudia have to collect for her company to earn
at least as much money as Spencer?
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Quadratic Polynomaials

If a > 0 then the graph of ax? is obtained by starting with the graph of 22,
and then stretching or shrinking vertically by a.

If a < 0 then the graph of ax? is obtained by starting with the graph of 22,
then flipping it over the z-axis, and then stretching or shrinking vertically by

the positive number —a.
When a > 0 we say that the graph of axz® “opens up”. When a < 0 we say

that the graph of az? “opens down”.
[0x?

L-axis e

Y- axis ~10x?
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If a,c,d € R and a # 0, then the graph of a(x + ¢)? + d is obtained by
shifting the graph of ax?® horizontally by ¢, and vertically by d. (Remember
that d > 0 means moving up, d < 0 means moving down, ¢ > 0 means moving
left, and ¢ < 0 means moving right.)

If a # 0, the graph of a function f(z) = a(x + ¢)? + d is called a parabola.
The point (—c, d) € R? is called the vertex of the parabola.

L

Example. Below is the parabola that is the graph of —10(x + 2)% — 3. Tts
vertex is (—2, —3).




A quadratic polynomial is a degree 2 polynomial. In other words, a qua-
dratic polynomial is any polynomial of the form

p(z) = ax® + bz +c
where a,b,c € R and a # 0.
Completing the square

You should memorize this equation: (it’s called completing the square.)

2 2 b?
ar’ +bxr +c = a(a:Jr—) +c— —

Let’s check that the equation is true:

R
NP Tog) T 4q O\ TS T g ¢

9 b b2 v
= ar +a2x—+a[—} +c——
2a 2a

b2

2
:ax2+bx+a{—} —b—+c
4a? 4a
2 2
:axQ—l—b:z:—l—b——b——l—c
4a  4a

—ar’+br+c

Graphing quadratics

Complete the square to graph quadratic polynomials: If p(z) = az®+bx +c,
then p(z) = a(az + %)2 +c— %. Therefore, the graph of p(z) = ax® + bz + ¢
is a parabola obtained by shifting the graph of az? horizontally by %, and

vertically by ¢ — %. The parabola opens up if a > 0 and opens down if a < 0.

Example. To graph —3z2 4+ 5z — 2, complete the square to find that
—32% + 5z — 2 equals —3(z — 2)* + ;. To graph this polynomial, we start

with the parabola for —3z2, which opens down since —3 is negative.
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¥
Shift the parabola for —3x2 right by % and then up by 1—12 The result is the

graph for —3x2 4 52 — 2. Notice that the graph looks like the graph of —3z2,

except that its vertex is the point (%, %)

(%, %)

- //'\\
| \—3x%5x -2
/ i
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Discriminant
The discriminant of ax?® + bx + ¢ is defined to be the number b% — 4ac.

How many roots?

If p(x) = ax® + bz + ¢, then the following chart shows how the discriminant
of p(z) determines how many roots p(z) has:

] b2 — dac \ number of roots ‘
>0 2
=0 1
<0 0

Example. Suppose p(z) = —22% + 3x — 1. Because 3? — 4(=2)(—1) =
9 — 8 = 1 is positive, p(z) = —22% + 3z — 1 has two roots.

Why the discriminant of a quadratic polynomial tells us about the number
of roots of the polynomial, and why the information from the above chart is
true, will be explained in lectures.
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Finding roots

If az? + bx + ¢ has at least one root — which is the same as saying that
b?> — 4ac > 0 — then there is a formula that tells us what those roots are.

Quadratic formula

If p(z) = ax® + bz + ¢ with a # 0 and if b* — dac > 0,
then the roots of p(x) are

—b+ Vb2 — 4dac —b — Vb? — 4ac

and
2a 2a

Notice in the quadratic formula, that we need a # 0 to make sure that we
are not dividing by 0, and we need b?> — 4ac > 0 to make sure that we aren’t
taking the square root of a negative number.

Also recall that if ax? 4+ bz + ¢ has only one root, then b> — 4ac = 0. That
means the two roots from the quadratic formula are really the same root.

It’s a good exercise in algebra to check that the quadratic equation is true.
To check that it’s true, you need to check that

p( —b+\/b2—4ac> _9
2a N

and that

Example. We checked above that p(x) = —222+3x—1 has 2 roots, because
its discriminant equalled 1. The quadratic formula tells us that those roots
equal

-3+v1 -3+1 -2 1
2(-2) -4 -4 2

and
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Exercises

For each of the quadratic polynomials in problems #1-6:

e Complete the square.

2
That means rewrite az® + bx + ¢ as a(a: + %) +c— %.

e What’s the vertex of the corresponding parabola?
The vertex of the parabola for a(z + ¢)? + d is the point (—c, d).
e [s its parabola opening up, or opening down?
The parabola opens up if the leading coefficient of the quadratic
polynomial is positive. The parabola opens down if the leading
coefficient is negative.
e What’s its discriminant?
The discriminant of az? + bx + ¢ is b*> — 4ac.
e How many roots does it have?
There are two roots if the discriminant is positive, one root if the
discriminant equals 0, and zero roots if the discriminant is negative.
e What are its roots (if it has any)?

—b+vb?—4ac —b—vb?—4ac
2a 2a '

If ax? + bx + c has roots, they are and

e Match its graph with one of the lettered graphs on the next page.

1.) —22% — 2z + 12
2.) 2?4+ 2x +1

3.) 322 — 97 + 6

4.) —42* 4+ 16z — 19
5.) 22+ 2x — 1

6.) 3z + 6x +5
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7.) Suppose you shoot a feather straight up into the air, and that ¢ is the
time measured in seconds that follow after you shoot the feather into the air.
If the height of the feather at time ¢ is given by —2t% + 20t feet, then what
is the maximum height that the feather reaches?” How many seconds does it
take for the feather to reach its maximum height?

8.) Let’s say you make cogs for a living. After accounting for the cost of
building materials, you earn a profit of > — 10z + 45 cents on the z-th cog
that you make. Which cog do you earn the least amount of profit for making?
How much profit do you earn for that cog?

Solve for x in the equations given in #9-11.

2 1 243 —3x —
rrrel 10.) _ TSy 3T -5 _
20 + 1 2 +2x+5 2

9.)
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Factoring Polynomials

Any natural number that is greater than 1 can be factored into a product
of prime numbers. For example 20 = (2)(2)(5) and 30 = (2)(3)(5).

2.0 20
7 2%
L 5 2 |5
7 N 2%
2 2 2 5

In this chapter we’ll learn an analogous way to factor polynomials.

Fundamental Theorem of Algebra

A monic polynomial is a polynomial whose leading coefficient equals 1. So
z* — 223 4+ 5z — 7 is monic, and z — 2 is monic, but 32> — 4 is not monic.

The following result tells us how to factor polynomials. It essentially tells
us what the “prime polynomials” are:

Any polynomial is the product of a real number,
and a collection of monic quadratic polynomials that
do not have roots, and of monic linear polynomials.

This result is called the Fundamental Theorem of Algebra. It is one of
the most important results in all of mathematics, though from the form
it’s written in above, it’s probably difficult to immediately understand its
importance.

The explanation for why this theorem is true is somewhat difficult, and it
is beyond the scope of this course. We’ll have to accept it on faith.

Examples.

e 42> — 122 + 8 can be factored into a product of a number, 4, and
two monic linear polynomials, z — 1 and = — 2. That is,

4 — 122 + 8 = 4(x — 1)(z — 2).

157



o —1° + 22* — 72® + 1422 — 102 + 20 can be factored into a product
of a number, —1, a monic linear polynomial, z — 2, and two monic
quadratic polynomials that don’t have roots, 2?4+ 2 and 2% +5. That
is —a° + 22t — 723 4+ 142 — 102 + 20 = — (2 — 2)(2% + 2)(2? + 5).
(We can check the discriminants of 2> + 2 and x + 5 to see that
these two quadratics don’t have roots.)

o 274 — 223 + 142? — 62 + 24 = 2(2% + 3)(2* — x + 4). Again, 2% + 3
and 22 — x + 4 do not have roots.

Notice that in each of the above examples, the real number that appears
in the product of polynomials — 4 in the first example, —1 in the second,
and 2 in the third — is the same as the leading coefficient for the original
polynomial. This always happens, so the Fundamental Theorem of Algebra
can be more precisely stated as follows:

If p(x) = ap2™ + ap_12™ 1 + - + ag,
then p(x) is the product of the real number a,,,
and a collection of monic quadratic polynomials that
do not have roots, and of monic linear polynomials.

Completely factored

A polynomial is completely factored if it is written as a product of a real
number (which will be the same number as the leading coefficient of the
polynomial), and a collection of monic quadratic polynomials that do not
have roots, and of monic linear polynomials.

Looking at the examples above, 4(z —1)(z —2) and —(x —2)(2*+2)(z*+5)
and 2(2? + 3)(2? — z + 4) are completely factored.

One reason it’s nice to completely factor a polynomial is because if you do,
then it’s easy to read off what the roots of the polynomial are.

Example. Suppose p(z) = —22° + 102 + 223 — 3822 + 42 — 48. Written
in this form, its difficult to see what the roots of p(z) are. But after being

completely factored, p(z) = —2(x + 2)(z — 3)(x — 4)(2* + 1). The roots of
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this polynomial can be read from the monic linear factors. They are —2, 3,
and 4.

(Notice that p(x) = —2(x + 2)(z — 3)(x — 4)(2* + 1) is completely factored
because z° + 1 has no roots.)

Factoring linears

To completely factor a linear polynomial, just factor out its leading coeffi-
clent:

a:L‘er:a(x—Fg)

For example, to completely factor 2z + 6, write it as the product 2(z + 3).

Factoring quadratics

What a completely factored quadratic polynomial looks like will depend on
how many roots it has.

0 Roots. If the quadratic polynomial az? + bx + ¢ has 0 roots, then it can
be completely factored by factoring out the leading coefficient:

b
ax2+baj+c:a(m2+—x+2>
a a

(The graphs of az?+bx+c and 2%+ §$+§ differ by a vertical stretch or shrink
that depends on a. A vertical stretch or shrink of a graph won’t change the
number of z-intercepts, so 2%+ ga: + £ won’t have any roots since ax® +bx ¢
doesn’t have any roots. Thus, 2% + 2:1: + £ is completely factored.)

Example. The discriminant of 42% —2x+2 equals (—2)*—4(4)(2) = 4—-32 =
—28, a negative number. Therefore, 42> — 22 + 2 has no roots, and it is
completely factored as 4(z? — 3z + 1).

2 Roots. If the quadratic polynomial az?® + bz + ¢ has 2 roots, we can

name them a7 and as. Roots give linear factors, so we know that (z — ay)
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and (r — ap) are factors of ax® + bz + c¢. That means that there is some
polynomial g(x) such that

az® 4+ br +c = q(z)(x — ay)(z — o)

The degree of ax? + bx + ¢ equals 2. Because the sum of the degrees of the
factors equals the degree of the product, we know that the degree of ¢(z) plus
the degree of (x — 1) plus the degree of (x — ) equals 2. In other words,
the degree of ¢(z) plus 1 plus 1 equals 2.

Zero is the only number that you can add to 1+ 1 to get 2, so g(x) must
have degree 0, which means that ¢(x) is just a constant number.

Because the leading term of ax? + bz + ¢ — namely az? — is the product of
the leading terms of ¢(x), (z — a1), and (x — as) — namely the number ¢(z),
x, and x — it must be that ¢(x) = a. Therefore,

az® +bx +c=alr — o) (z — ay)

Example. The discriminant of 222 + 4z — 2 equals 4% —4(2)(—2) = 16+ 16 =
32, a positive number, so there are two roots.
We can use the quadratic formula to find the two roots, but before we do,

it’s best to simplify the square root of the discriminant: /32 = 1/(4)(4)(2) =
4V/2.

Now we use the quadratic formula to find that the roots are

4+ 4V2 442
22) 4 =-1+v2

and
—4— 42 —4— 42
°) 4 - V2

Therefore, 222 + 42 — 2 is completely factored as

2o = (14 V) (2= (-1-v2)) =2(e + 1= V2)(z + 1+ V2)

1 Root. If az? + bz + ¢ has exactly 1 root (let’s call it ;) then (z — ay) is
a factor of ax? 4 bz + c. Hence,

az® 4+ br +c = g(z)(z — ay)

for some polynomial g(x).
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Because the degree of a product is the sum of the degrees of the factors,
g(x) must be a degree 1 polynomial, and it can be completely factored into
something of the form A(x — ) where A, § € R. Therefore,

az® +br +c= Nz — B)(z — ay)

Notice that 3 is a root of A\(x — B)(x — aq), so 3 is a root of ax* + bz + ¢
since they are the same polynomial. But we know that az? + bx + ¢ has only
one root, namely aq, so § must equal ;. That means that

ax® +bxr +c= ANz — ay)(z — ay)

The leading term of az?+bx+cis az?. The leading term of A(z—ay)(z—a;)
is Az?. Since ax® + bz + ¢ equals A\(z — a1)(x — aq), they must have the same
leading term. Therefore, az? = A\z?. Hence, a = ).

Replace A with a in the equation above, and we are left with

ax® +bx +c=alr — o) (z — ay)

Example. The discriminant of 322 —6x+3 equals (—6)*—4(3)(3) = 36—36 =
0, so there is exactly one root. We find the root using the quadratic formula:

—(—6)+\/6_6_1
23) 6

Therefore, 3z — 6z + 3 is completely factored as 3(z — 1)(z — 1).

Summary. The following chart summarizes the discussion above.

] roots of ax? + bx + ¢ \ completely factored form of ax? 4 bz + ¢ \
no roots a(z? + Lz + €)
2 roots: ay and am a(r — ar)(r — a9)

1 root: aq a(x —aq)(r — )
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Factors in 7Z

Recall that the factors of an integer n are all of the integers k such that
n = mk for some third integer m.

Examples.
e 12=3-4,so 4 is a factor of 12.
e —30=—2-15, so 15 is a factor of —30.

e 1, —1, n and —n are all factors of an integer n. That’s because
n=mn-1and n=(—n)(-1).

Important special case. If a1, as,...q, € Z, then each of these numbers
are factors of the product ajas---a,. For example, 2, 10, and 7 are each
factors of 2-10 -7 = 140.

Check factors of degree 0 coefficient when searching for
roots

If k£, aq, and «y are all integers, then the polynomial
q(z) = k(z — a1)(x — ay) = ka? — k(o + o)z + kajas

has a7 and as as roots, and each of these roots are factors of the degree 0
coefficient of ¢(x). (The degree 0 coefficient is kayjas.)

More generally, if k, aq, s, ..., o, € Z, then the degree 0 coefficient of the
polynomial
g(x) =k(z —ar)(x —ag) - (x — o)
equals kajas - - - ;. That means that each of the roots of g(x) — which are
the a; — are factors of the degree 0 coefficient of g(z).
Now it’s not true that every polynomial has integer roots, but many of the

polynomials you will come across do, so the two paragraphs above offer a
powerful hint as to what the roots of a polynomial might be.
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When searching for roots of a polynomial
whose coefficients are all integers,
check the factors of the degree 0 coefficient.

Example. 3 and —7 are both roots of 2(x — 3)(z + 7).
Notice that 2(z — 3)(z + 7) = 22? 4+ 82 — 42, and that 3 and —7 are both
factors of —42.

Example. Suppose p(z) = 3z* + 32% — 322 + 3z — 6. This is a degree 4
polynomial, so it will have at most 4 roots. There isn’t a really easy way to
find the roots of a degree 4 polynomial, so to find the roots of p(x), we have
to start by guessing.

The degree 0 coefficient of p(z) is —6, so a good place to check for roots is
in the factors of —6.

The factors of —6 are 1, —1, 2, —2, 3, —3, 6, and —6, so we have eight
quick candidates for what the roots of p(x) might be. A quick check shows
that of these eight candidates, exactly two are roots of p(z) — namely 1 and
—2. That is to say, p(1) = 0 and p(—2) = 0.

Factoring cubics

It follows from the Fundamental Theorem of Algebra that a cubic poly-
nomial is either the product of a constant and three linear polynomials, or
else it is the product of a constant, one linear polynomial, and one quadratic
polynomial that has no roots.

In either case, any cubic polynomial is guaranteed to have a linear factor,
and thus is guaranteed to have a root. You're going to have to guess what
that root is by looking at the factors of the degree 0 coefficient. (There is
a “cubic formula” that like the quadratic formula will tell you the roots of
a cubic, but the formula is difficult to remember, and you’d need to know
about complex numbers to be able to use it.)

Once you’ve found a root, factor out the linear factor that the root gives

you. You will now be able to write the cubic as a product of a monic linear
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polynomial and a quadratic polynomial. Completely factor the quadratic and
then you will have completely factored the cubic.

Problem. Completely factor 2% — 322 4 42 — 3.

Solution. Start by guessing a root. The degree 0 coefficient is —3, and the
factors of —3 are 1, —1, 3, and —3. Check these factors to see if any of them
are roots.

After checking, you’ll see that 1 is a root. That means that z — 1 is a factor
of 223 — 322 + 42 — 3. Therefore, we can divide 223 — 322+ 42 —3 by v — 1
to get another polynomial

23 — 3x2 +4x — 3

=22 —x+3
r—1

Thus,
20% —32* +4r —3 = (v —1)(22% — 2+ 3)

2x3-3x*+4x -3

Z N
(x-1)  (2x*-x+3)

The discriminant of 222 — z + 3 equals (—1)? — 4(2)(3) = 1 — 24 = —23,
a negative number. Therefore, 222 — x + 3 has no roots, so to completely
factor 222 — z + 3 we just have to factor out the leading coefficient as follows:
20> —x +3=2(2 — Jx + 3).

2x3-3x*+42 -3

7 K
(x-1)

(2x%-x+3)
2N

2 (x*-%x+ %)

The final answer is
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Problem. Completely factor 323 — 322 — 15z + 6.

Solution. The factors of 6 are {1, —1,2,—2,3,—3,6,—6}. Check to see that
—2 is a root. Then divide by x + 2 to find that

3x3 — 322 — 152+ 6
T+ 2

= 322 - 92 +3

SO
32° — 322 — 150 +6 = (z+ 2)(32° — 92 + 3)

3x3 372151 +§

7N\

(x +2) (3x2-92+3)

The discriminant of 322 — 92 + 3 equals 45, a positive number, and thus
322 — 9z + 3 has two roots and can be factored further.

The leading coefficient of 322 — 9z + 3 is 3, and we can use the quadratic
formula to check that the roots of 322 — 9z + 3 are % and %5 From what

we learned above about factoring quadratics, we know that 322 — 9z + 3 =
)

3x3-3x2-15x +§
2z
(x+2)  (3x2-9x+3)
\ N

S (x-258) (o 3)

To summarize,

32° — 327 — 152 + 6 = (z + 2)(32* — 92 + 3)

= (o 2)3(x - : +2\/5) (=~ : _2\/5>
~ 30+ 2) (o - 2Y0) (o - 2
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Factoring quartics

Degree 4 polynomials are tricky. As with cubic polynomials, you should
begin by checking whether the factors of the degree 0 coefficient are roots. If
one of them is a root, then you can use the same basic steps that we used
with cubic polynomials to completely factor the polynomial.

The problem with degree 4 polynomials is that there’s no reason that a
degree 4 polynomial has to have any roots — take (z?+1)(2%+1) for example.

Because a degree 4 polynomial might not have any roots, it might not have
any linear factors, and it’s very hard to guess which quadratic polynomials
it might have as factors.
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Exercises

Completely factor the polynomials given in #1-8

—2r+5

9.) Find a root of z* — 52 + 10x — 8.
10.) Find a root of 1523 + 352% + 30z + 10.

11.) Find a root of #% — 22* — 22 — 3.

Completely factor the polynomials in #12-16.

12) —2d — 22+ x+1

13.) 5a3 — 922 + 8z — 20

42% — 200* + 250 — 3

)
)

14.) 223+ 172 — 3
15.)
)

16.) o* — 522 + 4

17.) How can the Fundamental Theorem of Algebra be used to show that

any polynomial of odd degree has at least one root?
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Graphing Polynomials

In the previous chapter, we learned how to factor a polynomial. In this
chapter, we’ll use the completely factored form of a polynomial to help us
graph it.

The far right and far left of a polyniomial graph

Suppose p(z) = a,z" + ap_ 12" + a, 92" 2 + - -+ + ag is a polynomial.

If M is a really big number, then M™ is much bigger than M"~!. (For
example, if M = 1000 then M™ is one thousand times bigger than M" 1)

In fact, if M is a really, really big number then M" is much bigger than
ap_1 M"Y or a,_osM" 2, or a,_sM" 3, and so on.

Actually, if M is a really really big number, then a,, M" is much bigger than
the numbers in the previous paragraph, and it even dwarfs their sum:

Ay A M™Va, oM 24+

That means that for really, really big numbers M in the domain of the
polynomial p(z), the size of

p(M) = CLnMn + an_an_l —+ an_Qj\fn_2 + -4 ag

is basically determined by a,M". That’s because while the rest of p(M)
— which is a,_ 1 M" ' + a,_osM" 2. + ag — might be large, it is so small
in comparison to a,M" that it’s hard to notice it. In other words, while
p(M) does not equal a, M", it’s hard to tell the difference between the two
in the same way that it would be hard to tell the difference between a bag of
10,000, 576 pennies and a bag of 10,002,073 pennies; both bags have about
10 million pennies.

The end result is that the graph of p(x) looks an awful lot like the graph of
a,x" over the part of the z-axis that has the really, really big numbers: the
extreme right portion of the x-axis.

The graph of p(z) also looks an awful lot like the graph of a,z" over the
extreme left portion of the z-axis.

Example. Over the far left portion of the x-axis, and over the far right
portion of the z-axis, the graph of ¢(z) = 2721 — 22! + 327 + 62° — 422 — 8
basically looks like the graph of its leading term: 27z'. And the graph of
272 is the graph of z'° stretched by 27, which is pretty much the same

graph as the graph for z1°.
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The chart below gives a rough sketch of what the far right and far left
portion of the graph of a polynomial p(z) = a,z" + a, 12" 1 + - - - + ag looks
like (if » > 2). It just depends on the leading term, a,z". What the middle
portion of the graph looks like is harder to say.

15

-----

27x5-2x+ 3x"+625- 18

n even

a, >0

pe)

b

a, <0
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Steps for graphing a completely factored polynomial p(z).

1: The roots of p(x) are the z-intercepts. You can read them off from the
monic linear factors of a completely factored polynomial.

The polynomial p(z) = —5(z + 3)(x — 4)(z — 4)(2% + 22 + 6) is completely
factored. Its roots are —3 and 4.

2: Pick any number on the x-axis between consecutive pairs of x-intercepts.

Let’s say the number you picked was b. If p(b) > 0, put a giant dot directly
above the b. Put a giant dot directly below b if p(b) < 0.

0 is a number in between —3 and 4, and for p(z) = —5(z + 3)(x — 4)(xz —
4)(2? + 22 + 6) we have p(0) = —5(3)(—4)(—4)(6) < 0, so we can put a giant
dot directly below 0.
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3: The far right and left portion of the graph of p(z) looks like the graph
of its leading term. Draw what the graph of the leading term looks like on
the far right and left sides of your picture.

The leading term of p(z) = —5(x + 3)(x — 4)(z — 4)(2* + 22 + 6) is —5a”,
and that looks like the graph of z° turned upside down.

@ =

4: Draw any type of smooth, curvy, and continuous line that passes through
all of the points in R? that you labeled from Steps 1 and 2, that does not
touch the z-axis at any points not listed in Step 1, and that meets up with
the pieces of the graph you drew in Step 3.
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Problem. The polynomial ¢(z) = 7(x+2)(x—3)(z—5)(2%*+1) is completely
factored. Graph it.
Solution.

1: The monic linear factors of ¢(x) are (z + 2), (xr — 3), and (x — 5). So
the roots of ¢(z) are —2, 3, and 5. Draw these three points on the z-axis.

2: Choose any number between —2 and 3, for example, the number 0 is
between —2 and 3. Then check to see if ¢(0) is positive or negative:
q(0) = 7(04+2)(0—-3)(0—5)(0>+1) = 7(2)(=3)(=5)(1) is a positive number,
so draw a dot above 0.

Similarly, choose a point between 3 and 5, say 4. Check that
q(4) = 7(4+2)(4 —3)(4 —5)(4*+ 1) = 7(6)(1)(—1)(17) is negative, so we
draw a dot below 4.
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3: The leading term of g(z) is 72°. Draw the part of 7z’ that is to the
left of everything you’ve drawn in your picture so far. Draw the part of the
graph of 7x° that is to the right of everything you've drawn so far.

4: Draw the graph of a function that connects everything you’ve drawn, but
make sure it only touches the z-axis at the z-intercepts that you’ve already
labelled. That is more or less what the graph of ¢(x) looks like. That’s our
answer.
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Exercises

For #1-6, graph the given completely factored polynomials and then match
the graphs with the lettered graphs drawn on the next two pages.

1) 4(x — 3)(x — b)

2.) —(x —1)(z*> +x +5)

—6(x +4)(z +4)(z —2)(x — 3)(2® + 1)(2® + 3)

2(x — 3)(z — 3)(z — 3)(x — 6)(x — 6) (x> +22 +7)

—(z—1)(z —2)(x — 2)(z — 3)(2? + 2z +5)

5(x — 4) (22 — 22+ 4) (2% + 3z + 5) (2 + 4)

For #7-10, first completely factor the given polynomials. Then graph the

completely factored polynomials and match the graphs with the lettered
graphs drawn on the next two pages.

7.) 2x* + 21 — 24

8.) Ta? —3x +4

9.) —2® + 62 + Tz

10.) 3z% —92% — 12

11.) How can what we know about the far right and left of the graph of an

odd degree polynomial be used to show that any polynomial of odd
degree has at least one root?
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Exponentials
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Exponential Functions

In this chapter, a will always be a positive number.

For any positive number a > 0, there is a function f : R — (0, 00) called
an exponential function that is defined as f(z) = a”.

For example, f(x) = 3" is an exponential function, and g(x) = (
exponential function.

There is a big difference between an exponential function and a polynomial.
The function p(z) = 2? is a polynomial. Here the “variable”, z, is being raised
to some constant power. The function f(z) = 3" is an exponential function;
the variable is the exponent.

)* is an

Sl

Rules for exponential functions

Here are some algebra rules for exponential functions that will be explained
in class.
If n € N, then a” is the product of n a’s. For example, 3* =3-3-3-3 =81

a’ =1

If n,m € N, then

The rules above were designed so that the following most important rule
of exponential functions holds:
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a*a¥ = a* Y

Another variant of the important rule above is

And there is also the following slightly related rule

(@) = a”

Examples.
=4 =2

o 7 2.76 74 — 72464 _ 70 1

N[ =

o4

=
I
AT
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The base of an exponential function

If f(z) = a”, then we call a the base of the exponential function. The base
must always be positive.

Base 1

If f(x) is an exponential function whose base equals 1 — that is if f(z) =1
— then for n,m € N we have

F(E) =18 = YT = ¥i=1

In fact, for any real number x, 1* = 1, so f(z) = 1% is the same function as
the constant function f(x) = 1. For this reason, we usually don’t talk much
about the exponential function whose base equals 1.

T

Graphs of exponential functions

It’s really important that you know the general shape of the graph of an
exponential function. There are two options: either the base is greater than
1, or the base is less than 1 (but still positive).

T

Base greater than 1. If a is greater than 1, then the graph of f(z) =a
grows taller as it moves to the right. To see this, let n € Z. We know
that 1 < a, and we know from our rules of inequalities that we can multiply
both sides of this inequality by a positive number. The positive number we’ll

multiply by is a”, so that we’ll have
a"(1) < a"a
"1 the inequality above is the same as

+1

Because a"(1) = a™ and a"a = a

a" < a"

Because the last inequality we found is true for any n € Z, we actually have
an entire string of inequalities:

<ol <al<alt<d <dl <l <<
Keeping in mind that a” is positive for any number z, and that o’ = 1,

we now have a pretty good idea of what the graph of f(x) = a” looks like if

a > 1. The y-intercept is at 1; when moving to the right, the graph grows
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taller and taller; and when moving to the left, the graph becomes shorter and
shorter, shrinking towards, but never touching, the z-axis.

Not only does the graph grow bigger as it moves to the right, but it gets
big in a hurry. For example, if we look at the exponential function whose
base is 2, then

f(64) = 2% = 18,446, 744,073, 709, 525, 000

And 2 isn’t even a very big number to be using for a base (any positive
number can be a base, and plenty of numbers are much, much bigger than
2). The bigger the base of an exponential function, the faster its graph grows
as it moves to the right.

Moving to the left, the graph of f(z) = a® grows small very quickly if a > 1.
Again if we look at the exponential function whose base is 2, then

1 1
f(=10) 2101024

The bigger the base, the faster the graph of an exponential function shrinks

as it moves to the left.
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Base less than 1 (but still positive). If a is positive and less than 1,
then we we can show from our rules of inequalities that a"*! < a” for any
n € Z. That means that

o> al>al>at>d>adl >aP>ad > -

So the graph of f(z) = a” when the base is smaller than 1 slopes down as
it moves to the right, but it is always positive. As it moves to the left, the
graph grows tall very quickly.

One-to-one and onto

Recall that an exponential function f : R — (0,00) has as its domain the
set R and has as its target the set (0, 00).

We see from the graph of f(z) = a", if either a > 1 or 0 < a < 1, that f(x)
is one-to-one and onto. Remember that to check if f(x) is one-to-one, we
can use the horizontal line test (which f(z) passes). To check what the range
of f(x) is, we think of compressing the graph of f(x) onto the y-axis. If we
did that, we would see that the range of f(x) is the set of positive numbers,

(0,00). Since the range and target of f(x) are the same set, f(x) is onto.
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Where exponential functions appear

Exponential functions are closely related to geometric sequences. They
appear whenever you are multiplying by the same number over and over and
over again.

The most common example is in population growth. If a population of a
group increases by say 5% every year, then every year the total population
is multiplied by 105%. That is, after one year the population is 1.05 times
what it originally was. After the second year, the population will be (1.05)?
times what it originally was. After 100 years, the population will be (1.05)1%
times what it originally was. After = years, the population will be (1.05)"
times what it originally was.

Interest rates on credit cards measure a population growth of sorts. If your
credit card charges you 20% interest every year, then after 5 years of not
making payments, you will owe (1.20)° = 2.48832 times what you originally
charged on your credit card. After x years of not making payments, you will
owe (1.20)" times what you originally charged.

Sometimes a quantity decreases exponentially over time. This process is
called exponential decay.

If a tree dies to become wood, the amount of carbon in it decreases by
0.0121% every year. Scientists measure how much carbon is in something
that died, and use the exponential function f(x) = (0.999879)" to figure out
when it must have died. (The number 0.999879 is the base of this exponential
function because 0.999879 = 1 — 0.000121.) This technique is called carbon
dating and it can tell us about history. For example, if scientists discover
that the wood used to build a fort came from trees that died 600 years ago,
then the fort was probably built 600 years ago.

e

Some numbers are so important in math that they get their own name.
One such number is e. It is a real number, but it is not a rational number.

It’s very near to — but not equal to — the rational number % = 2.7. The
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importance of the number e becomes more apparent after studying calculus,
but we can say something about it here.

Let’s say you just bought a new car. You're driving it off the lot, and the
odometer says that it’s been driven exactly 1 mile. You are pulling out of the
lot slowly at 1 mile per hour, and for fun you decide to keep the odometer
and the speedometer so that they always read the same number.

After something like an hour, you’ve driven one mile, and the odometer
says 2, so you accelerate to 2 miles per hour. After driving for something like
a half hour, the odometer says 3, so you speed up to 3 miles an hour. And
you continue in this fashion.

After some amount of time, you’ve driven 100 miles, so you are moving at
a speed of 100 miles per hour. The odometer will say 101 after a little while,
and then you’ll have to speed up. After you've driven 1000 miles (and here’s
where the story starts to slide away from reality) you'll have to speed up to
1000 miles per hour. Now it will be just around 3 seconds before you have
to speed up to 1001 miles per hour.

You're traveling faster and faster, and as you travel faster, it makes you
travel faster, which makes you travel faster still, and things get out of hand
very quickly, even though you started out driving at a very reasonable speed
of 1 mile per hour.

If x is the number of hours you had been driving for, and f(x) was the
distance the car had travelled at time z, then f(z) is the exponential function
with base e. In symbols, f(x) = e”.

Calculus studies the relationship between a function and the slope of the
graph of the function. In the previous example, the function was distance
travelled, and the slope of the distance travelled is the speed the car is moving
at. The exponential function f(x) = e* has at every number x the same
“slope” as the value of f(x). That makes it a very important function for
calculus.

For example, at * = 0, the slope of f(z) = ¢” is f(0) = €’ = 1. That
means when you first drove off the lot (z = 0) the odometer read 1 mile, and
your speed was 1 mile per hour. After 10 hours of driving, the car will have
travelled e!® miles, and you will be moving at a speed of e!* miles per hour.

(By the way, e!? is about 22,003.)



Exercises

For #1-11, write each number in simplest form without using a calculator,
as was done in the “Examples” in this chapter. (On exams you will be asked
to simplify problems like these without a calculator.)

3.) 12573

4.) 10075 - 100%7 . 10050 . 100400
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For #12-20, decide which is the only number x that satisfies the given
equation.

12.) 4* = 16
13.) 2* =8
14.) 10 = 10,000
15.) 37 =9
16.) 5° = 125
17.) (3)* =16

)

)

)

21.) Suppose you accidentally open a canister of plutonium in your living
room and 160 units of radiation leaks out. If every year, there is half as much
radiation as there was the year before, will your living room ever be free of
radiation? How many units of radiation will there be after 4 years?

22.) Your uncle has an investment scheme. He guarantees that if you invest
in the stock of his company, then you’ll earn 10% on your money every year.
If you invest $100, and you uncle is right, how much money will you have
after 20 years? (Note that when you earn 10%, you’ll have 110% of what you
had before.)
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For #23-31, match the numbered functions with their lettered graphs.

23.) 2°

187

25.) 27 41

28.) —2°

31.) 2+

N




For #32-40, match the numbered functions with their lettered graphs.

32.) €*

..1 .
H.)
|/
PR——
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34.) e* — 1

37.) —e®

40.) e@=b

F.)
T
1)
N




(Geometric Series

In the previous chapter we saw that if a > 1, then the exponential function
with base a, the function f(z) = a", has a graph that looks like this:

azl

/1

On the other hand, if 0 < r < 1, then the exponential function of base r,
the function g(z) = r*, has a graph that looks like this:

0O<<q

Notice that larger inputs for the function r* result in smaller outputs.
Geometrically, this is represented in the graph of r»* getting closer and closer
to the z-axis as we move to the right in the graph.

For example, the number % is between 0 and 1. If we look at the exponential

1\ %

function of base %, then as the number x becomes larger, the number (5)

becomes closer and closer to 0. Notice that (%)2 = i, (%)6 = 6%1, (%)10 = W124’

and (%)25 = —33755147432. As the exponent becomes larger (2, 6, 10, 25), the

output grows smaller, closer and closer to 0.
189



This discussion can be summarized by saying that if 0 < r < 1, then as x
grows larger and larger, the number r* becomes closer and closer to 0.

In the above sentence, x is just a variable, and we can use any letter as a
variable, so we’ll rewrite the above sentence using the variable n rather than
the variable x:

fo<r<l,
then as n grows larger and larger,
r"™ becomes closer and closer to 0.

Suppose that r is a positive number that is less than 1. That is, 0 < r < 1.
If a is a number, then a, ra, r’a, 3a, r*a, ... is a geometric sequence. Each
term in the sequence is found by multiplying the previous term by the number
T

Earlier in this text we saw that if 0 < r < 1, then the sum of all of the

infinitely many terms of the geometric sequence a, ra, r’a, r3a, ria, ... equals
7. That is,
-r
2 3 4 a
a+ra+ra+riat+ra+-- 1
—r

Example. The geometric series

4

>3

=1
is the infinite sum % -+ % + % + % + .-+ In the equation from the line just

before this example, a is the first term of the sum, so here a = %. The number
r, what each term is multiplied by to obtain the following term, is % Thus,
using our formula from above,

4
21:3 _1—§
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The goal of this chapter is to use what we know about exponential functions
of base r to give a better reason for why it makes sense to add the infinitely
many terms of a geometric sequence if 0 < r < 1.

Suppose that 0 < r < 1 and let S,, be the sum of the first n terms of the

geometric sequence a, ra, r’a, 3a, r*a, . ... That is,
Sp=a+ra+r*a+riat---+r"a
Using the distributive law, we see that
rS, = ra+ria+rPa+ - +r"la+1r"a
Now we subtract r5,, from S,,. Notice that the terms ra, ra, r3a, ..., 7" a
in each of the sums cancel, and we are left with
Sp,—rS,=a—-r1r"a

Factoring out the S,, on the left side of the equality, and factoring out the a
from the right side of the equality, we have

Sp(l=7r)=a(l—1r")
which we can rewrite as
a(l —r")
(T—r)

Remember that 0 < r < 1. As discussed previously in this chapter, if n is
a really large number, then r" is extremely close to 0. The larger n becomes,
the closer r" gets to 0. The number n in this problem is the number of terms

Sy =

from the sequence a, ra, 7°2a, 7“3a, r4a, ... that we are summing. So as we sum
more and more terms of the sequence — as n gets larger — r" is effectively
0, and thus the sum is effectively equal to ‘1((11:r())) = 7. This is what is meant

by saying that we can add all of the infinitely many terms of the sequence
a, ra, r’a, r3a, r*a, ..., and that the result will be g

The ideas in this chapter are good examples of concepts that are the basis
of calculus. Precisely, the reasoning from the previous paragraph is called
“taking a limit”. In a calculus course you’ll use this sort of reasoning often,

and you’ll be more comfortable with it every time you do.
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As an aside, the discussion above could also apply to values of r with
—1 < r < 1. We just used our assumption that 0 < r < 1 to simplify some
of our discussion here.
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Exercises

1.) Suppose 0 < r < 1. As n becomes larger and larger, which number
does r" get closer and closer to?

2.) Suppose 0 < r < 1. As n becomes larger and larger, which number
does 8 )) get closer and closer to?

For #3-5, determine whether the given sequences are arithmetic, geometric,
or neither.

3)1,1,2,3,5,8,. ..
4.) 13,15,17,19, ...
5.) 3,6,12,24, ...

The sequences in #6-8 are geometric sequences. For each sequence, answer
the following two questions: What is the first term of the sequence? What is
the number that each term of the sequence is multiplied by to find the next
term in the sequence?

2 2 2 2
6')525 1257 62

O’Y

For #9-11, find the given geometric series. Use your answers from #6-8.

D5 ) 23 D5

=1 1=1 1=1

02|
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For each of the quadratic polynomials in problems #12-15:

e Complete the square.
2
That means rewrite ax? + bx + ¢ as a(x + %) +c— %.

e What’s the vertex of the corresponding parabola?
The vertex of the parabola for a(z + ¢)? + d is the point (—c, d).
e [s its parabola opening up, or opening down?

The parabola opens up if the leading coefficient of the quadratic
polynomial is positive. The parabola opens down if the leading
coefficient is negative.

e What’s its discriminant?
The discriminant of ax? + bz + ¢ is b% — 4ac.
e How many roots does it have?

There are two roots if the discriminant is positive, one root if the
discriminant equals 0, and zero roots if the discriminant is negative.

e What are its roots (if it has any)?
If az® 4 bx + ¢ has roots, they are =tyr-—dac ”21;2_4“0 and —b=ybi—dac 322_4“.
e Completely factor the polynomial.

If ax? + bx + ¢ has two roots, o; and as, then the completely factored
form of ax?® + bx + ¢ is a(z — ay)(z — ). If there is exactly one root,
aq, then the completely factored form is a(x — aq)(x — aq). If there
are no roots, then the completely factored form is a(z? + gas + ).

e Match its graph with one of the lettered graphs on the next page.

12.) =32 —x +1
13.) 922 — 62 + 1
14.) 22% — 3z + 2
15.) —z*+ 5z — 1
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Rational Functions
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Rational Functions

In this chapter, you'll learn what a rational function is, and you’ll learn
how to sketch the graph of a rational function.

Rational functions

A rational function is a fraction of polynomials. That is, if p(x) and ¢(x)
are polynomials, then

p(x)
q(v)
is a rational function. The numerator is p(x) and the denominator is q(x).
Examples.
3(z—5)
)
1
o 1
Xz
3

The last example is both a polynomial and a rational function. In a similar
way, any polynomial is a rational function.

In this class, from this point on, most of the rational functions that we’ll see
will have both their numerators and their denominators completely factored.

We will also only see examples where the numerator and the denominator
have no common factors. (If they did have a common factor, we could just
cancel them.)

Implied domains

The implied domain of a rational function is the set of all real numbers
except for the roots of the denominator. That’s because it doesn’t make

sense to divide by 0.
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Example. The implied domain of
—7(z —2)(2? + 1)
8(x —4)(x —6)

is the set R — {4,6}.

Vertical asymptotes

To graph a rational function, begin by marking every number on the z-axis
that is a root of the denominator. (The denominator might not have any
roots.)

Draw a vertical dashed line through these points. These vertical lines are
called vertical asymptotes. The graph of the rational function will “climb up”
or “slide down” the sides of a vertical asymptote.

Examples. For the rational function %, 0 is the only root of the denominator,
so the y-axis is the vertical asymptote. Notice that the graph of % climbs up
the right side of the y-axis and slides down the left side of the y-axis.

%

The rational function
—7(z —2)(2* + 1)

8(x —4)(x —6)

has vertical asymptotes at x = 4 and at x = 6.
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X-intercepts

The z-intercepts of a rational function % (if there are any) are the numbers

a € R where

If «v is such a number, then we can multiply by ¢(«) to find that
pla) =0-g(a) =0

In other words, « is a root of p(x). Thus, the roots of the numerator are
exactly the z-intercepts.

Example. 2 is the only z-intercept of the rational function

—T7(z —2)(2® + 1)
8(x —4)(x —6)

In between z-intercepts and vertical asymptotes

When graphing a rational polynomial, first mark the vertical asymptotes
and the z-intercepts. Then choose a number ¢ € R between any consecutive
pairs of these marked points on the z-axis and see if the rational function is
positive or negative when x = c. If it’s positive, draw a dot above the x-axis
whose first coordinate is c. If it’s negative, draw a dot below the z-axis whose
first coordinate is c.

Example. Let’s look at the function
—7(x —2)(z?+ 1
o) - T =26 )
8(x —4)(x —6)
again. The x-intercept of its graph is at + = 2 and it has vertical asymptotes
at x = 4 and x = 6. We need to decide whether r(z) is positive or negative
between 2 and 4 on the x-axis, and between 4 and 6 on the x-axis.
Let’s start by choosing a number between 2 and 4, say 3. Then
—7(3-2)(3*+1
I CR [
8(3—4)(3—6)
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Notice that —7, (3—4), and (3 —6) are negative, while 8, (3—2), and (32+1)
are positive.

If you are multiplying and dividing a collection of numbers that aren’t equal
to 0, just count how many negative numbers there are. If there is an even
number of negatives, the result will be positive. If there is an odd number of
negatives, the result will be negative. In the previous paragraph, there are
three negative numbers — —7, (3 —4), and (3 —6) — so 7(3) < 0.

The number 5 is a number that is in between 4 and 6, and

=15 -2)(3*+1)

"O)=35-06-6

Far right and far left

Let az™ be the leading term of p(x) and let bz™ be the leading term of ¢(z).

Recall that far to the right and left, p(x) looks like its leading term, ax”.
And far to the right and left, ¢(z) looks like its leading term, bz™. It follows
that the far right and left portion of the graph of,

p(x)

q()

n

looks like
axr

bx™

and this is a function that we know how to graph.
Example. The leading term of —7(z — 2)(2? 4+ 1) is —723, and the leading
term of 8(z — 4)(x — 6) is 8x2. Therefore, the graph of

rz) = —T(x —2)(z* + 1)

8(x —4)(x —6)
looks like the graph of
—7x =7
=—ux
82 8

on the far left and far right part of its graph.
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Putting the graph together

To graph a rational function

mark its vertical asymptotes (if any). Mark its z-intercepts (if any). Deter-
mine whether the function is positive or negative in between z-intercepts and
vertical asymptotes.

Replace p(x) with its leading term, replace ¢(x) with its leading term, and
then graph the resulting fraction of leading terms to the right and left of
everything you’ve drawn so far in your graph.

Now draw a reasonable looking graph that fits with everything you’'ve drawn
so far, remembering that the graph has to climb up or slide down the sides
of vertical asymptotes, and that the graph can only touch the x-axis at the
x-intercepts that you already marked.

Example. Let’s graph
=Tz —2)(z*+ 1)
") = ST =0

First we mark its its vertical asymptotes, which are at x = 4 and = = 6,
and its z-intercept, which is at x = 2.

4
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Then we plot points that represent what we had checked earlier for what
happens in between consecutive pairs of z-intercepts and vertical asymptotes:
that 7(3) < 0 and r(5) > 0.

od
— o~

e e e e e e wred - w amn e e G o mwe e

To the left and right of what we’ve graphed so far, we draw the graph of %x.

Sl e e e e o i e e e me e e e e e e
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Now we connect what we’ve drawn so far, making sure our graph climbs up
or slides down the vertical asymptotes, and that it only touches the z-axis at
the previously labelled z-intercept.

£

— s we r mr ae we we we

r(x)

S e e e e o w be feer e e v e dke e e e
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Exercises

For #1-3, use that 422 —4 = 4(x —1)(z+1), 2° =32 +4 = (z+1)(z —2)?,
and 2x —4 = 2(x—2) to match each of the three numbered rational functions
on the left with its simplified lettered form on the right.

2_
3_3,2 T
2.) % B.) ?;—2)12>
x—4 (z—2)
3) C) DD

Graph the rational functions given in #4-10. (Their numerators and de-
nominators have been completely factored.) Then match each graph with
one of the lettered graphs drawn on the next two pages.

3(22+1) (x—4)(z—6)
4) (2245) 8.) (2243) (22 44) (22+8)
4(z41)2 3(x2+7)
5.) 2(z+2)(z—2) 9.) 5(z—2)%(z—06)
—(z41)(2%41) (2%48) 2(z+10)2(2430)
6.) =7) 10.) —3(—5)

7.) T(z +2)3(z — 3)?

11.) Completely factor the numerator and the denominator of the rational
function below, and then graph it. Match the graph with one of those

on the next two pages.

323 — 62+ — 2
22+ 3x + 2
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Logarithms
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Logarithms

Ifa>1or0<a< 1, then the exponential function f : R — (0, c0) defined
as f(z) = a” is one-to-one and onto. That means it has an inverse function.
If either a > 1 or 0 < a < 1, then the inverse of the function a” is

log, : (0,00) = R

and it’s called a logarithm of base a.
That a” and log,(x) are inverse functions means that

aloga(®) — o

and
log,(a") = x

Problem. Find z if 2% = 15.

Solution. The inverse of an exponential function with base 2 is log,. That
means that we can erase the exponential base 2 from the left side of 2% = 15
as long as we apply log, to the right side of the equation. That would leave
us with x = log,(15).

The final answer is © = log,(15). You stop there. logy(15) is a number.
It is a perfectly good number, just like 5, —7, or v/15 are. With some more
experience, you will become comfortable with the fact that log,(15) cannot
be simplified anymore than it already is, just like v/15 cannot be simplified
anymore than it already is. But they are both perfectly good numbers.

Problem. Solve for x where log,(z) = 3.
Solution. We can erase log, from the left side of the equation by applying
its inverse, exponential base 4, to the right side of the equation. That would

give us * = 43. Now 43 can be simplified; it’s 64. So the final answer is
r = 64.
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Problem. Write logs(81) as an integer in standard form.

Solution. The trick to solving a problem like this is to rewrite the number
being put into the logarithm — in this problem, 81 — as an exponential
whose base is the same as the base of the logarithm — in this problem, the
base is 3.

Being able to write 81 as an exponential in base 3 will either come from
your comfort with exponentials, or from guess-and-check methods. Whether
it’s immediately obvious to you or not, you can check that 81 = 3%. (Notice
that 3% is an exponential of base 3.) Therefore, log;(81) = logs(3%).

Now we use that exponential base 3 and logarithm base 3 are inverse func-
tions to see that logy(3*) = 4.

To summarize this process in one line,

logs(81) = logs(3") = 4

Problem. Write log,(16) as an integer in standard form.

Solution. This is a logarithm of base 4, so we write 16 as an exponential
of base 4: 16 = 42. Then,

log,(16) = log,(4°) =2
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Graphing logarithms

Recall that if you know the graph of a function, you can find the graph of
its inverse function by flipping the graph over the line z = y.

Below is the graph of a logarithm of base a > 1. Notice that the graph
grows taller, but very slowly, as it moves to the right.

lo%a(x)

7
/
x=y

Below is the graph of a logarithm when the base is between 0 and 1.




Two base examples
If a* =y, then x = log,(y). Below are some examples in base 10.

107 logy(z)

107 = 55 —3 = log1o(155)
1072 = &5 —2 = logyo(155)
107! = —1 = logyy(55)

100 =1 0 = logyo(1)
10' =10 1 = log;,(10)
102 = 100 2 = log;,(100)

10% = 1,000 3 = logy(1,000)

10* = 10,000 | 4 = log,,(10,000)

10° = 100,000 |5 = log;,(100,000)
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Below are the graphs of the functions 10% and log;y(z). The graphs are
another way to display the information from the previous chart.

10,0004

10001

leo T

; t
1 10 100 1060 10,000
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This chart contains examples of exponentials and logarithms in base 2.

27 logy ()
274 =L | —4=logy(&)
273 =1 | -3 =logy(})
272 =1 | —2=logy(7)
27t =1 | —1=logy(3)

=1 0 = logy(1)
2l =2 | 1=1log,(2)
22 =4 | 2=log,(4)
23 =18 3 = log,(8)
24 =16 | 4 =log,(16)
2 =32 | 5=log,(32)
2 =64 | 6=1log,(64)
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The information from the previous page is used to draw the graphs of 27
and logy ().
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Rules for logarithms

The most important rule for exponential functions is a*a? = a**¥. Because
log, () is the inverse of a”, it satisfies the “opposite” of this rule:

log, (=) + log, (w) = log,(zw)

Here’s why the above equation is true:

log,(2) + log, (w) = log, (a%%()log.(w))
= loga(ak’ga(z)aloga(w))
= log,(zw)

The next two rules are different versions of the rule above:

Because a’ = 1, it’s also true that

log,(1) =0
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Change of base formula

Let’s say that you wanted to know a decimal number that is close to logs(7),
and you have a calculator that can only compute logarithms in base 10. Your
calculator can still help you with logs(7) because the change of base formula
tells us how to use logarithms in one base to compute logarithms in another
base.

The change of base formula is:

In our example, you could use your calculator to find that 0.845 is a decimal
number that is close to log;,(7), and that 0.477 is a decimal number that is
close to log;(3). Then according to the change of base formula

10g10(7)
log,(7) =
3( ) 10%10(3)
is close to the decimal number
0.845
0.477

which itself is close to 1.771.
We can see why the change of base formula is true. First notice that

log, () logy(a) = logy(a'®?) = logy(x)
The first equal sign above uses the third rule from the section on rules for
logarithms. The second equal sign uses that a* and log,(z) are inverse func-
tions.
Now divide the equation above by log,(a), and we're left with the change
of base formula.

Base confusion

To a mathematician, log(z) means log,(x). Most calculators use log(x) to
mean log;,(z). Sometimes in computer science, log(x) means log,(z). A lot
of people use In(z) to mean log,(z). (In(x) is called the “natural logarithm”.)

In this text, we’ll never write the expression log(x) or In(z). We’ll always be
explicit with our bases and write logarithms of base 10 as log;(z), logarithms

of base 2 as log,(x), and logarithms of base e as log,(x). To be safe, when
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doing math in the future, always ask what base a logarithm is if it’s not clear
to you.
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Exercises

For #1-8, match each of the numbered functions on the left with the lettered
function on the right that is its inverse.

1) x+7 . AT

5.) & E)a—7
6.) log,(z) F)a+3
7) 3 G.) Tz

8.) 23 H.) log;(x)

For #9-17, write the given number as a rational number in standard form,
for example, 2, —3, %, and %1 are rational numbers in standard form. These
are the exact same questions, in the same order, as those from #12-20 in the
chapter on Exponential Functions. They're just written in the language of

logarithms instead.
12.) logs(9) 13.) logs(125) 14.) log1(16)

15.) log1(64) 16.) logg (1) 17.) logyr(3)
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For #18-25, decide which is the greatest integer that is less than the given
number. For example, if you're given the number log,(9) then the answer
would be 3. You can see that this is the answer by marking 9 on the z-axis
of the graph of logy(z) that’s drawn earlier in this chapter. You can use the
graph and the point you marked to see that log,(9) is between 3 and 4, so 3
is the greatest of all the integers that are less than (or below) log,(9).

18.) log;,(15)
19. 10g10(950)
20.) log,(50)

26.) logy(x) = —2
27.) logg(x) =2
28.) logs(z) = =3
29.) log%o(x) = -5
30.) e = 17

31.) e* = 53

32.) log,(x) =5
33.) log.(z) = —3
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For #34-42, match the numbered functions with their lettered graphs.

34.) 107
37.) logi(z)

40.) log;o(x) + 2

AL)

\

35.) (3)"

38.) logyo(—x)

41.) logi(3)

B.)

E.)
—

1)
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36.) logio(z)
39.) logi(z +2)

42.) logyg(x — 1)

C.)
2.:
1-;
[&
F.)
o /
L /2
)




For #43-51, match the numbered functions with their lettered graphs.

43.) e*

46.) log,(x) + 1

44.) log,(x)

47.) —log.(x)

49.) log.(—x) 50.) log.(z + 1)+ 2
A) B.)
g
, N fit
..1 :
D.) E.)
/1/
G.) H.)
L 2; 37
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45.) log.(z — 2)

48.) —e”

51.) —log (z + 1)

C.)
1
F.)
=
L)




Exponential & Logarithmic Equations

This chapter is about using the inverses of exponentials or logarithms to
solve equations involving exponentials or logarithms.

Solving exponential equations

An exponential equation is an equation that has an unknown quantity,
usually called x, written somewhere in the exponent of some positive number.
Here are three examples of exponential equations: e” = 5, or 23*7° = 2, or
3%°*~1 = 3% In all three of these examples, there is an unknown quantity, ,
that appears as an exponent, or as some part of an exponent.

To solve an exponential equation whose unknown quantity is x, the first step
is to make the equation look like a/*) = ¢ where f(z) is some function, and a
and ¢ are numbers. Sometimes the equation will already be set up to look like
this, as in the first two examples above of e* = 5 or 23*7° = 2. Sometimes,
you’ll have to use the rules of exponentials to make your equation look like
a/®) = ¢. In the third example from the previous paragraph, we could divide
the equation 3°*~! = 3% by 3 to obtain 3°*~!'=% = 1, which is the same thing
as 3971 = 1. (In this last sentence we used the rule of exponentials that a®
divided by a¥ equals a®¥.) Now all three of our exponential equations have
the form af® = ¢

Once your equation looks like a/*) = ¢, you can erase the exponential
base a on the left side of the equation by applying its inverse function, log,,
to the right side of the equation. That would leave you with the equation
f(z) = log,(c). Sometimes you can write the number log,(c) as a more
familiar number. Sometimes you can’t. Either way, it’s just a number

If e = 5, then x = log,(5). If 23*7° = 2 then 3z — 5 = log,(2) = 1. If
31271 =1, then 42 — 1 = logs(1) = 0.

At this point in the problem, you might already be finished. If not, you
should be able to solve for x using techniques that we’ve learned or reviewed
earlier in the semester. In the three examples above, the answers would be
r =log.(5), x =2, and z = % respectively.

log,.(5) is a perfectly good number. Just as good as say 17, or —%. There’s

no way to simplify it. You should be comfortable with it as an answer.
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Steps for solving exponential equations

Step 1: Make the equation look like a/®*) = ¢ where a,c € R and f(z) is a
function.

Step 2: Rewrite the equation as f(z) = log,(c).

Step 3: Solve for .

Example. Let’s solve for x if

6351,‘—7 — 56x—1

To perform Step 1, we can divide both sides of the equation by e*~!. We'd
be left with

3z—7
e
ex—l =9
But 663;:17 = 37 T = 226 Qo we're really left with
62117*6 — 5

and that completes Step 1.

Step 2 is to erase the exponential function in base e from the left side of
the equation e?*~% = 5 by applying its inverse, the logarithm base e, to the
right side of the equation. To put it more simply, we rewrite =% =5 as

2r — 6 = log,.(5)
Step 3 is to solve the equation 2z — 6 = log,(5) using algebra. We can do

this by adding 6 and then dividing by 2. We’ll be left with the answer

log,(5) + 6
o 108.(5) +



Solving logarithmic equations

A logarithmic equation is an equation that contains an unknown quantity,
usually called z, inside of a logarithm. For example, log,(5z) = 3, and
log;o(v/7) = 1, and log,(2?) = 7 — log,(2x) are all logarithmic equations.

To solve a logarithmic equation for an unknown quantity x, you’ll want to
put your equation into the form log,( f(z)) = ¢ where f(x) is a function of x
and ¢ is a number. The logarithmic equations logy(5z) = 3 and log;,(1/z) =1
are already written in the form log,( f(z)) = ¢, but log,(2?) = 7 — log,(2x)
isn’t. To arrange the latter equality into our desired form, we can use rules
of logarithms. More precisely, add log,(2x) to the equation and use the
logarithm rule that log,(z?) + log,(2z) = log.(z*2z). Then the equation
becomes log, (22%) = 7, and that’s the form we want our logarithmic equations
to be in.

Once your equation looks like log,( f(z)) = ¢, use that the base a expo-
nential is the inverse of log, to rewrite your equation as f(x) = a°. You
might want to simplify the number that appears as a® in your new equation,
but other than that, you're done with exponentials and logarithms at this
point in the problem. It’s time to solve the equation using techniques we
used earlier in the semester.

Let’s look at the three examples above. We would rewrite logy(5x) = 3 as

5z = 23 = 8. Then we solve our new equation to find that z = %.

We would rewrite log;(v/7) = 1 as /x = 10! = 10. Since squaring is the
inverse of the square root, we are left with = 10? = 100.

For the third equation, we had log,(223) = 7. Rewrite it as 223 = €7, and

then solve for x to find that x = C/g
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Steps for solving logarithmic equations

Step 1: Make the equation look like log,( f(x) ) = ¢ where a,c € R and f(z)
is a function.

C

Step 2: Rewrite the equation as f(z) = a“.

Step 3: Solve for z.

Example. Let’s solve for x if
log, (—x* + 2) = log, (x) + 4

To perform Step 1, we can subtract log,(x) from both sides of the equation
to get
log, (—a* + 2z) — log,(v) = 4

Recall that log,(—x? + 2x) — log,.(z) = loge(#) = log,(—x + 2). That
means that
log.(—x+2) =4
That’s the end of Step 1.

Step 2 is to erase the logarithm base e from the left side of the equation
log.(—x 4+ 2) = 4 by applying the exponential function of base e to the right
side of the equation. That is, we rewrite log,(—x + 2) = 4 as

—z+2=¢

Step 3 is to solve the equation —x + 2 = e? using algebra. Subtracting 2
and multiplying by —1 leaves us with the answer

r=2—¢'
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Exercises

Solve the following exponential equations for .
1.) 103 = 1000
2.) 6(14%) =30
2e" =8

5. )—27

N\&

)

)

3.)

4.) e"+10=17
) (3

)5

)

53£L' 4 _ 125

15.) logo((z +1)7°) = =15
16.) 5+ log,(z3) = 11
17.) logy(—z) — logy(—x — 4) = 3
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Piecewise Defined Functions
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Piecewise Defined Functions

Most of the functions that we’ve looked at this semester can be expressed
as a single equation. For example, f(z) = 32? — 5z + 2, or g(z) = vz — 1,
or h(z) = €3 — 1.

Sometimes an equation can’t be described by a single equation, and instead
we have to describe it using a combination of equations. Such functions are
called piecewise defined functions, and probably the easiest way to describe
them is to look at a couple of examples.

First example. The function g : R — R is defined by

22 —1 ifz € (—o0,0]
gz) =<z -1 ifxel0,4]
3 if x € [4,00).

The function ¢ is a piecewise defined function. It is defined using three
functions that we’'re more comfortable with: 2> — 1, x — 1, and the constant
function 3. Each of these three functions is paired with an interval that
appears on the right side of the same line as the function: (—oo, 0], and [0, 4],
and [4, 00) respectively.

If you want to find g(x) for a specific number z, first locate which of the
three intervals that particular number z is in. Once you’ve decided on the
correct interval, use the function that interval is paired with to determine
9().

If you want to find ¢(2), first check that 2 € [0,4]. Therefore, we should
use the equation g(x) = x — 1, because x — 1 is the function that the interval
0, 4] is paired with. That means that g(2) =2 —-1= 1.

To find ¢(5), notice that 5 € [4,00). That means we should be looking at
the third interval used in the definition of g(x), and the function paired with
that interval is the constant function 3. Therefore, g(5) = 3.

Let’s look at one more number. Let’s find ¢(0). First we have to decide
which of the three intervals used in the definition of g(x) contains the number
0. Notice that there’s some ambiguity here because 0 is contained in both the
interval (—oo, 0] and in the interval [0, 4]. Whenever there’s ambiguity, choose
either of the intervals that are options. Either of the functions that these
intervals are paired with will give you the same result. That is, 02 — 1 = —1

is the same number as 0 — 1 = —1, so g(0) = —1.
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To graph g(z), graph each of the pieces of g. That is, graph g : (—o0,0] — R
where g(z) = 2° — 1, and graph g : [0,4] — R where g(z) = 2 — 1, and graph
g : [4,00) — R where g(x) = 3. Together, these three pieces make up the
graph of g(x).

Graph of g : (—00,0] — R where g(z) = 2% — 1.

Graph of g : [4,00) — R where g(z) = 3.
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To graph g(z), draw the graphs of all three of its pieces.

Second example. The function f : R — R is defined by

J(@=3)*+2 ifx#3;
f(x){z; if = 3.

This function is made up of two pieces. Either x # 3, in which case

f(x) = (x—3)*+2. Or z =3, and then f(3) = 4.

Graph of the first piece of f(z): the graph of 22 shifted right 3 and up 2
with the point of the graph whose xz-coordinate equals 3 removed.
(Remember that a little circle means that point is not a point of the graph.)
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Graph of the second piece of f(z): a single giant dot whose xz-coordinate

equals 3.
Te
45
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Graph of both pieces, and hence the entire graph, of f(x).
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Absolute value
The most important piecewise defined function in calculus is the absolute
value function that is defined by

)=z ifx e (—o00,0];
2= x ifz €|0,00).
The domain of the absolute value function is R. The range of the absolute
value function is the set of non-negative numbers. The number |z| is called

the absolute value of .

For examples of how this function works, notice that |4| = 4, |0| = 0, and
| — 3| = —(—3) = 3. If z is positive or 0, then the absolute value of = is x
itself. If = is negative, then |x| is the positive number that you'd get from
“erasing” the negative sign: | — 10| = 10 and | — 3| = 3.

Graph of the absolute value function.

Another interpretation of the absolute value function, and the one that’s
most important for calculus, is that the absolute value of a number is the
same as its distance from 0. That is, the distance between 0 and 5 is |5| = 5,
the distance between 0 and —7 is | — 7| = 7, and the distance between 0 and

0 is [0] = 0.
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Let’s look at the graph of say |z — 3|. It’s the graph of |z| shifted right by
3.

You might guess from the graph of |z — 3|, that |z — 3] is the function that
measures the distance between x and 3, and that’s true. Similarly, |x — 6] is
the distance between x and 6, |x + 2| is the distance between = and —2, and
more generally, |z — y| is the distance between x and y.

Solving inequalities involving absolute values

The inequality |z| < 5 means that the distance between x and 0 is less than
5. Therefore, x is between —5 and 5. Another way to write the previous
sentence is —H < x < 5.

X \
R I S e S S [ |

. “ .. o
87654321012 3u4cé78

N

¥

233



Notice in the above paragraph that the precise number 5 wasn’t really
important for the problem. We could have replaced 5 with any positive
number ¢ to obtain the following translation.

x| < ¢ means —c<zx<c

For example, writing |z| < 2 means the same thing as writing —2 < x < 2,
and |2z — 3| < % means the same as —% <2rx—-3< %

We can use the above rule to help us solve some inequalities that involve
absolute values.

Problem. Solve for x if | — 3z + 4| < 2.

Solution. We know from the explanation above that —2 < -3z +4 < 2.
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Subtracting 4 from all three of the quantities in the previous inequality
yields —2 — 4 < —3x < 2 —4, and that can be simplified as —6 < —3x < —2.

Next divide by —3, keeping in mind that dividing an inequality by a neg-
ative number “flips” the inequalities. The result will be :—g > x> :—g, which
can be simplified as 2 > x > % That’s the answer.
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The inequality 2 > z > £ could also be written as

z € (,2).

%<x<2,oras
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Problem. Solve for x if |2z — 1| < 3.

Solution. Write the inequality from the problem as —3 < 2x — 1 < 3.

2x -1 \
- r
e h 3
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A\ 4

Add 1 to get —2 < 2z < 4, and divide by 2 to get —1 < z < 2.
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If ¢ is a positive number, |z| > ¢ means that the distance between z and 0
is greater than c. There are two ways that the distance between x and 0 can
be greater than c. Either x < —c or x > c.

|x]>c
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|z| > ¢ means either z < —c or z >c¢
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Problem. Solve for x if |2z + 1| > 5.

2 x+| or 2x+4]
[ )
¢ ) ¢ >
-5 s

Solution. |2z + 1| > 4 means that either 2z +1 < =5 or 2x + 1 > 5.
This leaves us with two different inequalities to solve. Let’s start with the
inequality 2x + 1 < —5 . Subtract 1, and divide by 2 to find that z < —3.
That’s one half of our answer.

For the second half of the answer, solve the second inequality: 2z + 1 > 5.
Subtract 1, and divide by 2 to find that x > 2. That’s the second half of our
answer.

To summarize, if |2z 4+ 1| > 4, then either x < —3 or z > 2.
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Two important rules for absolute values

For the two rules below, a,b,c € R. Each rule is important for calculus.
They’ll be explained in class.

1. |ab| = |a||b|
2. la—c| <|a—0bl+|b—c| (triangle inequality)
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Exercises

1.) Suppose f(z) is the piecewise defined function given by

)41 ifxe (—o00,2);
f(x){:c+3 if x € [2,00).

What is f(0)? What is f(10)? What is f(2)7

2.) Suppose g(x) is the piecewise defined function given by
3 ifxell,5];
9(@) = {1 if z € (5, 00).

What is g(1)? What is ¢(100)? What is g(5)?

3.) Suppose h(x) is the piecewise defined function given by
if 1,3];
h() = 5 ?fvE(,S],
r+2 ifxel3,8).
What is h(2)? What is A(7)? What is h(3)7

4.) Suppose f(x) is the piecewise defined function given by

2 if z € [-3,0);
f(x) =< e if x € [0,2];
3r—2 ifx e (2,00).

What is f(—2)? What is f<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>