PhD Preliminary Qualifying Examination

Applied Mathematics
August 21, 2006

Instructions: This exam is in two parts. Do three problems from
each of the two parts. Indicate clearly which questions you wish to
have graded, as no more than three questions from each part will

be graded.
Part A.
A.l (a) State the Riesz Representation Theorem (a proof is not required).

(b} Use the Riesz Representation theorem to prove that a bounded linear
operalor on a Hilbert Space bas an adjoint. Prove that the adjoint
is a bounded linear operator on the Hilbert space.

(¢} Find the adjoint for the operator

1
(Ku){y) = / min{z, yiul{z)de.
Jo
A2 (a) What is the weak formulation for the boundary value problem v =
£{2) subiectta-bhoundarvconditions 20} = 1) =07
RUAAN oF i i
(b} Let ¢(z) = Nelx + 1) where Ny(x) is the piecewise linear function
z Dzl
Nolpy=< 2~z 1<5<2
0 elsewhere
Divide the uait interval [0, 1] interval V uniform subintervals with
endpoints at zp = %, k= 0....,N. Use ¢(z) to define a finite
element basis for continuous piecewise linear functions on the unit
interval which interpolates function values at oy, Suppose uy = u{zz)
is known. Express u(z} in terms of é{z).

{¢) Use the Galerkin method to find equations for ug = u(zyx) that ap-
proximately solve the boundary value problem in part (a), using the
piecewise linear finite element basis.

A3 (a) Find all conditions on a, 4, v, and f(z) for which solutions of

Wobotu=fle), w(0)=8,  ad0) - wll)=-

exist,



A

ADb

(b} Find an integral representation for the schition in the case that o = 0.

The n data points (zy,4;),¢ = 1,2,...,n are believed to He on an expo-

nential curve y; = Aexp{Az;}. Formulate a finear regression problem to
estimate A

The Legendre polynomials are given by B,(z} = ﬁaﬁ%(rz —1)% and
are eigenfunctions of the differential operator LU = — ({1 - 272)21.')’ on the

interval —1 < < 1.
(a) Find the eigenvalue A, corresponding to the eigenfunction F{z}).
{b} In what sense, if any, are the functions {Fn(z)} complete?

{c) Prove or disprove that L is a positive definite operator.




Part B.

1.

b

Evaluate the integral

o s
sinx
—dz.

0 T

Explain your reasoning.

Solve the Laplace equation A¢ = 0 subject to the boundary conditions:

d = a on {z:lz=2,2#2}
& = b on fzilz—1l=1z24#2}

{a and b are real constants; z = z + iy

3. Formulate and prove the Fundamental theorem of Algebra.

. Evaluate the integral

[_/'OO z%dz
Tl -2+

{where e is a constant, such that the integral converges: |of < 1),

. Iind the two-term asymptotic expansion of the integral

_ 3 gl dt—3)
I{s) = [ —df, s is real, and g — oo,
o 3+



PhD Preliminary Qualifying Examination:
Applied Mathematics (6710/20)
August, 2005

Instructions: Answer three questions from part A and three questions from
part B. Indicate clearly which questions you wish to be graded.

Part A,

A1 Let A e R**™ B ¢ R™™ and b € R™ be given. Assume R(B*) = N(A4). For fixed 1 > 0,

consider the problem

in |{Az — b3 2
Juin [1Az —bljz +ul Bzlz

(a) Find the necessary conditions {analogous to the normal equations for the standard

least-squares problem) and prove that the necessary conditions have a solution when p = 0.

(b) Prove that the necessary conditions have a unique solution if 1 > 0.

A rConsider-the-distribution-g-defimeda-by -t g v
() Calculate the second derivative g” explicitly. Prove ¢ is a distribution of order zero.

(b) Find a differential equation for which g is a Green’s function.

A3 Let K : H — H be a compact linear operator on the infinite-dimensional Hilbert space H.
(a) Prove that K =1 if it exists, is not bounded.
(b) Given T > 0, let H = L*(0,T). For v € H, define

T
(Ku)(t) = / e-stu(s)ds, 0<t<T.
4

Prove that K : H — H is a compact operator. What are the consequences of this fact for

the utility of the Laplace transform as a numerical method?



A.4d Consider the fourth-order differential equation

W o= f on (0,1},
w(@) = u(l), «(0)=u(1),

W(1) = -2, u®1) =1

|

(a) Find the least restrictive constraint(s) on f € L?(0,1) under which a solution to the
problem exists.

(b) With fixed f chosen such that a solution exists, is the solution unique? If the solution

is unique, prove it. Otherwise provide a counterexample.

A5 Prove that the nonlinear integral equation

A z’
w(z) — | e dy ==, 0Lz <1,
ww) - | W= 0<e<l

has exactly one continuous solution u satisfying Jmax |u{z)| < 1. Describe, but do not
05

carry out, an iterative procedure for obtaining an approximation to this solution.




Part B.

B.1 Use contour integration to show that
/ Ea e
e = ——
o (1+2)? sin ey
where 0 < o < 1.

B.2 Consider the wave equation . .
o T
= ,0<e <l
57 B2 o0®

with the following boundary conditions

¢z, 0) =0, %%(% 0)=0
$(0.8) =0, o(l,1) = f(t)

(a) Show that the Laplace transform of the solution 5($, 5} is given by

F(s)sinh sz

E{;(a}, 5) = sinh s/

where f\a} is-the Faplace-transform-of -£{t)-
(b) Suppose that ¢o{z, ) is the solution when f (t) = 1. Show that the solution for general

f is given by
¢ quo ! LAYETY

¢(x,t) = 'E;f($:t Jf(E—1)at
8]

B.3 Discuss the flow pattern associated with the complex potential

QDGP

2

i
Qz) = Qoz + + 9—;};— log 2

with g > 0,  real and Qo == Up +1Vp. Sketch the flow when v = 0. Given that the complex

force on a cylindrical obstacle with boundary €' is

.1 do?
ngsz (EE} dz,

where p is the density of fluid, determine the lift when v # 0.



B4

B.5

(a) Introducing the discrete Fourier tramsform U(k,t) = 307 ¢ u,(t), 0 < k < 27,

show that the general solution to the discretized heat equation

iy, 1

il Mgt — 2Un, + Up—1], —00<n <00

can be written in the form

2 ‘
zm(t) = f U(k,G)e"“e(k)te"imf_i
0 o

and calculate the function (k).

(b} Using the fact that U(k, t) and u,(t) form a transform pair for fixed ¢, prove the identity
A, eik=Fn = 97§k —k'). Hence, find u,(¢) given the initial data 1, (0) = sin{27n/p)

for some fixed integer p.

Suppose that ¢, (2) is analytic on the upper half plane and 10_{2) is analytic on the lower

half plane such that on the real axis
v (z) — ¥-(2) = f(2)

Assuming that the integrable function f{z) can be analytically extended in a neighborhood

of the real axis, show that a solution to this problem 1s given by the Tauchy mtegral

¥ =5 [ gi(_%dé

with 14 (2) = lm,_ g+ ¥(z & ic). Hence, establish that

Yo(z) + ¥ (z) = %PVJ/[_<>D g—f—_%df

where PV denotes the principal value.



PhD Preliminary Qualifying Examination:
Applied Mathematics (6710/20)
August 16th, 2004

Instructions: Answer three questions from part A and three questions from
part B. Indicate clearly which questions you wish to be graded.

Part A.

1. The dilation equation is
pla) = cxd(2z — k)
k
and the associated wavelet is

Wiz)= > (-1)Ferpd(2r ~ k)
k

(a) Show that the function

@ 0<xz<1
Nefay=4 2—3 1<z<2

0 elsewhere

satisfies the dilation equation and determine the values of ¢;7 Construct the associated
wavelet.

(b} Prove that if the functions {¢(z — k}}); form an orthonormal set then the functions

2i/2W (2 x ~ k)}) form an orthonormal set for each fixed integer j.
&

9 (Consider a linear chain of 2N atoms with the same spacing @ and force constant 4 but
af two different masses m, M M > m, placed alternately. Label the light atoms by even
integers 2n,n = 0,.., N — 1 and the heavy atoms by odd integers 2n — 1,n = 1,..., N.
Denoting their displacements from equilibrium by the variables Us, and Vo, 1, Newton's

law of motion gives

mUsy = 3 [Van—1 + Vang1 — 2024
MVan 1 = 8 [Usp + Uz — 2Vap 1]

Determine the modes of vibration of the system and sketch the resulting pair of dispersion

curves. [Agsume periodic boundary conditions Up = Usn and Vi = Vapray].



3.

ot

Find the eigenvalues and eigenfunctions of the integral operator
1
(Ku)@) = [ ke iy
where
kE(z,y) = min{z, y}
Solve the corresponding integial equation
1
(o) =) [ ko puts)dy = £(e)

using the eigenfunctions of K assuming that A # 1/a2 for any integer n, where a, =
(2n+ 1)7/2 {i.e. determine the resolvent operator). Write down the Fredhelm alternative

condition for f when A = 1/a2.

{(a) Prove that the eigenvalues of a self-adjoint linear operator acting in a Hilbert space H
are real and that the eigenfunctions of distinct eigenvalues are orthogonal.
(b) Prove that if L is a bounded linear operator in H then the adjoint L” is also a bounded

linear operator.

Construct the Green’s function for the equation

w(x) + o?ulz) = flx), w(0) = u(l), «'(0) = u'(1)

and express the solution in terms of the Green’s function. For what values of v does the

Green’s function fail to exist?



Part B.

1.

Show that

*® coshax 1 a
——dx = - sec (m) . lal<ew
Jo

coshmz 2 2

Use a rectangular contour with corners at =R and R+ 4.

. Obtain the inverse Laplace transform of the function

Flsy=5" 0<a<t

by evaluasing the associated Bromwich contour integral with a branch cut elong the neg-

ative real axis. Express the answer in terms of the gamma function I'(2) = [;° ¢ ‘e *df

Consider the low arcund a thin airfeil of length 20 that is inclined at an angle « to the

z—axis. Assume that there is uniform flow at oo with velocity U, = U, U, = 0.

ae—i(z ( 1)
z = Wt~
2 w

maps the unit cirele in the w-plane to the airfoil in the z—plane.

(a) Show that the conformal map

o

(b} Consider the complex potential

, icy ;
Tw) = — (e”“ﬁu% Sm) - ;’7 logw

2 w T

Calculate the corresponding potential 2(z) = T{w{z)) where w(z} is the inverse of the

conformal map in part (a). What does the term in -y represent?

(¢) Calculate (2} and show that it satisfies the correct asymptotic iow. Determine what

happens at the end points of the airfoil, and use this to calculate .

Fiizd the solution of Laplace’s equation on the circular domain 0 <+ < R, 0 < 8 < 2,

with Dirichlet boundary data u{R, ) = f(€}.

Liouville’s theorem states that a function analytic and bounded in the complex plane is
necessarily a constant. Prove this theorem. Using it prove the Fundamental theorem of

algebra: every polynomial F(z) which is not a constant has at least one complex root.



PhD Preliminary Qualifying Examination:
Applied Mathematics (6710/20)
January 2004

Instructions: Answer three questions from part A and three questions From
part B. Indicate clearly which questions you wish to be graded.

Part A.

Al

(a) Prove that zé{z) = 0 in the sense of distribution.
(b} Formulate the differential equation zu'—u = 0 as a problem in the sense of distribution

and find its general solution, also in the sense of distribution.

The n data points (x;,%),i = 1,2,...,n are believed to lie on an exponential curve y =

Aexp{iz;). Estimate A.

The Chebyshev functions are given by T,(z) = cos(n cos™ 1 z), and are eigenfunctions of
!

the differential operator LU = —+/1 — a? ( 1 3:21.5’) on the interval —1 <z < 1.

(a} Find the eigenvalue A, corresponding to the eigenfunction T, {z).

(b} In what sense, if any, are the functions {T,,(z)} complete?

A4

(c) Prove or disprove that L is a positive definite operator.

The “best” least squares solution of the boundary value problem u” +u = 0, u(0) = a,

u(r) = 0 is the unique exact solution of what problem?

Prove that if I is a bounded Huear operator in a Hilbert Space H, then the adjoint operator

L* exists.



Part B.

B.1

B.2

B.3

{a) Using Jordan’s femma show that
* cosazx T
—dr = e
/0 1+ z? 2

o4 27
o A+ Bsing /A2 B?

{b) Show that

where A% > B?, A > 0.

{se contour integration to show that

/"C’ v T
s (1+z)? sinre

where |Re a| < 1.

Discuss the flow pattern around a circular obstacle associated with the complex potential
a? Ty
Mzy=suglzt+— |+ ~logz
z 2
Show that r = a is a streamline. Determine the asympiotic velocity when z — oc.

Calculate the stagnation points, Sketch the flow when + = 0. Use the Blasius formula

B4

2
Fp—1Fy = %’Lpfc (%g) dz

to determine the lift on the obstacle when v # 0.

Use Fourier transforms to show that the sclution of the diffusion equation

ot Bz’

=00 < T <0
with initial data ¢(x, 0) = h{z) takes the form

bz, t) = /w glz — ', )a{z")da’

—

where
e-.:r:2 /4Dt

2,t) = ——
gl 1) 2w Dt

Determine lime.g g(z, ).



B.5 Consider the bilinear transformation

az + b
cz+d’

ad —bc# 0

(a) Show that this transformation maps circles to circles.
(b) Show that the bilinear transformations form a group
(¢) In the case (a,b,c,d) = (1,~i,1,4} show that the upper-half plane is mapped on to

the unit disc.




PhD Preliminary Qualifying Examination:
Applied Mathematics (6710/20)
August, 2003

Instructions: Answer three questions from part A and three questions from
part B. Indicate clearly which questions you wish to have graded.

Part A.

A.1 Suppose that A is an n x n matrix with n distinct eigenvalues.

(a) How are the eigenvalues of A4 and A* related?

(b) Show that the eigenvectors of A and A* form a biorthogonal set, that is, if {¢;}, and
{4 }7., are the eigenvectors of A and A%, appropriately ordered, then (¢;, ;) = 0 if

i 7.
(c) Establish that (¢, vs) # 0.

A.2 (a) Determine the conditions on f(z), a and 3 for which there solutions of

A.3 Consider the non-local differential operator
Lu = Du" — u{g(z))

with boundary conditions u(0) = u(1) = 0 and where g(z) is a monotone increasing

function with g(0) =0, g{(1) =1, and g(z) <z for 0 <z < 1.

(a) Find the adjoint of the operator L.
(b) Prove that the operator L is invertible.

{c) Devise an iteration scheme that could be used to solve Lu = f{z). Under what

conditions on DD is this iteration scheme a contraction mapping?



A.4 Find the weak formulation for the boundary value problem
' —d(zu =1, u(~1) = u(l) =0, (0.1

and then solve the problem. Verify that your solution is a weak solution. Why is it not a

strong solution?

A.5 Use piecewise linear finite element basis functions with uniform grid size h and the Galerkin
method to find an approximate representation for the differential equation a%—"‘g‘- 4 b;‘% +
w(z) = fz), with w(0} = 0, u(1) = 0, on the interval [0, 1}. (It is only necessary to find

the approximating equations, not to solve them.)




PhD Preliminary Qualifying Examination:
Applied Mathematics (6710/20)
August, 2003

Instructions: Answer three questions from part A and three questions from
part B. Indicate clearly which questions you wish to have graded.

Part A.
A.1 Suppose that A is an n x n matrix with n distinct eigenvalues.

(a} How are the eigenvalues of A and A* related?

(b} Show that the eigenvectors of A and A* form a biorthogonal set, that is, if {¢;}}; and
{¥;}_| are the eigenvectors of A and A*, appropriately ordered, then {¢;, ;) = 0 if
i j.

(c) Establish that (¢;,1;) # 0.

A.2 (a) Determine the conditions on f(z), o and 3 for which there solutions of

2,
Ch=f@, w0 =a  W()-u(1)=5.

(b) Find the “best” solution of

d*u

7= 1, u(0) = 1, (1) —u(l) =1

A.3 Consider the non-loeal differential operator
Lu = Du" — u{g(z))

with boundary conditions u(0) = u{l) = 0 and where g(z} is a monotone increasing
function with ¢{0) =0, g{1) =1, and g(z) <z for 0 <z < L.

(a) Find the adjoint of the operator L.

(b} Prove that the operator L is invertible.

(¢) Devise an iteration scheme that could be used to solve Lu = f(x}. Under what

conditions on D is this iteration scheme a contraction mapping?



Part B.

B.1

B.2

(a) Evaluate the following real integrals by contour integration:

/2*’ de
o (5-3sin#)?

o
et/?(z—i/z)m__: Z Jn(t)z”

00

Show from the definition of Laurent series and properties of complex integration that the

{b) Let

Bessel function
kig
Ju(t) = —3;/ cos(nf — tsin6)df
0

1/2
/= f 1—%-22 az

with the contour C shown in Fig. 1. By calculating the various contributions to J and

Consider the contour integral

using the residue theorem, show that

. 1 (1 . 3:2)1/2 . B
I.—/_l—-——————————dx— (V2-1)

1+ 22

The branch of the multivalued function (2° — 1)*/“ should be fixed by choosing polar
ccordinates z = 1 + p1e% and z = —1 + pe’®® with 0 < ¢, ¢ < 27.

Figure 1: Contour C of question B.2



B.3 Discuss the flow pattern around a circular obstacle associated with the complex potential

B4

a2
Q(z) = ug (z -+ —;) + 2— loaz

Show that © = a is a streamline. Determine the asymptotic velocity when z — oo.

Calculate the stagnation points. Sketch the flow when 7y = 0. Use the Blasius formula
1 o\ ?
F, —iF, = -t -
iFy, sz f() ( dz) dz
o determine the lift on the obstacle when v # 0.
Consider the wave equation

62¢ (92¢>
e — g Vst

with the following boundary conditions
&{x,0) =0, %;é(:c,()) = ()
$(0,1) =0, ¢{l,t) =

(a) Show that the Laplace transform of the solution &(z, s} is given by

ginh sz

B.5

) =
8 s ginh sl

(b) Obtain the solution ¢(z,{) by inverting the Laplace transform using a Bromich integral
and show that it can be expressed as the infinite series

o0

sz =2+ E S (n?m)cos(ﬁ?i)

=]

Consider the bilinear transformation

(a) Show that this transformation maps circles to circles.
(b) Show that the bilinear transformations form a group
(c) In the case (a,b, ¢, d) = (1,—i,1,%) show that the upper-half plane is mapped on to

the unit disc.



Part B.

B.1

B.2

(a) Evaluate the following real integrals by contour integration:

[Q?r e
o (b—3sinb)?

t/?z /=) Z Jn{t

Fp =m0

{(b) Let

Show from the definition of Laurent series and properties of complex integration that the

Bessel function
Jnlt) =

-

i

I f 21
1+ z°

with the contour C shown in Fig. 1. By calculating the various contributions to J and

}—f cos(nf — tsin §)dd
0

Consider the contour integral

using the residue theorem, show that

1 (1_m2}1/2 p
I-——f—lwdmmf(\/zw:i)

The brainch of the multivalued funciion (z2 — 1)+ should be fixed by choosing polar

ccordinates z = 1 + ple""é‘f and z = —1-+ pzeiCESZ with 0 < ¢y, o < 27,

Figure 1: Contour C of question B.2



PhD Preliminary Qualifying Examination:
Applied Mathematics (6710/20)
August 12th, 2002

Instructions: Answer three questions from part A and three questions from
part B. Indicate clearly which questions you wish to be graded.

Part A.

1. Consider the error function

P
E(w) = Z (yp — W.Xp)"
p=1

where w and x, are N-component vectors, N > P, and yp, X, are prescribed.

(a) Show that if wo is a minimizer of E then
XTX]wy = X7y
where Xp; = [xplj, 7= 1,... N, X7 is the transpose of the matrix X, and y = (33, .. yp)T.

{b) Suppose that the weight vector w is updated at each time step m using the gradient

decent algorithm

SE(w(m))

uy(m+ 1) =wylm) - UW

Show that w(m) — wq as m - oo provided that the rate parameter 7 satisfies
I—nNl <1, j=1,..., N

where A; are the eigenvalues of the symmetric N x N matrix XTX. [Hint: Explicitly
calculate F/Ow;, use part (a) to rewrite the difference equation in terms of Aw{m) =

wi{m) — wo, and then diagonalize. Assume that X7 X is invertible se that wy is unique].

9 Consider a linear chain of 2N atoms with the same spacing a and force constant but
of two different masses m, M M > m, placed alternately. Labei the light atoms by even
integers 2n,n = 0,..., N — 1 and the heavy atoms by odd integers 2n — 1,n = 1,.., N.
Denoting their displacements from equilibrium by the variables Uy, and Vi1, Newton's

law of motion gives

mUsy = B [Van—1 + Vans1 — 2U2n]
,M'Vgn-} = 3 {UZH + Ugn—g — 2Van-1]



Determine the modes of vibration of the system and sketch the resulting pair of dispersion

curves. [Assume periodic boundary conditions U = Usy and V) = Vonpil

Find the eigenvalues and eigenfunctions of the integral operator
i
(u)a) = [l phutu)y

where

z{l—y) O0<Sz<y<l

klz,y) =
y{l—z) 0<y<z<l

Solve the corresponding integral equation
1
a) = [ vty = (2

using the eigenfunctions of K assuming that X # r?x? for any integer n {i.e. determine the
resolvent operator). Write down the Fredholm alternative condition for f when A = m?r*

for some integer m.

Suppose that the real scaling function ¢ satisfies the dilation equation

dla) = ) ckd(2e ~ k)

k

w

Also assume that {¢{x — k),k € Z} forms an orthonormal set with respect to the inner

product {(u,v) = [*o u(z)v{z)dz. Define the corresponding wavelet function according to

Wlz) =3 (=1 erpp(2z ~ k)

k

(a) Prove that

Z CkCk—2p =™ 2(50@
keZ

(b} Show that {21/2)(Vx — k), k € Z} forms an orthonormal set.
(¢) Briefly explain signal decomposition and reconstruction within the framework of mul-

tiresclution analysis.

Consider the differential operator Lu = v’ "4 k2, k # 0, subject to homogeneous boundary

conditions u(0) = u(1) = 0. Show by direct calculation that the associated Green's



fanction is
sinkzsink(y — 1)

0<z<y<l1
Lsink SESY=

Q{I, y) e
sin kysink{z — 1)
ksink
provided sink # 0. Using the fact that L is self-adjoint, show that the solution to the

O<y<z <l

equation
o (z) + Ku(x) = flz)

with inhomogeneous boundary data u(0) = o, u{l) = 3 is

sink sin

1
u(zx) = /G aglm, y) flu)dy — ‘ak sink(z — 1} + ﬁk sin kz

provided sink # 0. What happens when k= m?

Part B.

1. {a) Using Jordan's lemma show that

_(b) Show that

2 dg B 27
o A+ Bsing  JA? ~B?

where A% > B2, A > Q.

9. Use conbour integration to show that

/"C‘ % 7o
o {1+z)? sinwe

where |Re af < L.
3. Discuss the flow pattern around a circular obstacle associated with the complex potential
2 .
@ iy
Qz) = u A+ - log
(z) ue<z Z)+2‘11' og %

Show that r = a is a streamline. Determine the asymptotic velocity when z — o

Calculate the stagnation points. Sketch the flow when ~ = 0. Use the Blasius formula

1 o ®
Fz”iFyzﬁip/; (%) dz

to determine the 1ift on the obstacle when v # 0.



4.

o

Use Fourier transforms to show that the solution of the diffusion equation

op _ 0%

5 " 5k -0 < T <00

with initial data ¢{x,0) = h(x) takes the form

S, ) = /cc glz — ', t)h(z")dz'

00
where
2
e % /4Dt
g(z, 1) = —mmer
(%) 2wt
Determine limg—.o g{z, t).
Show that the conformal transformation
zZ—a -
= a= 2 p?

N Y
z+a
where 0 < p < ¢, maps the domain bounded by the circle |z — ¢ = p and the inaginary
axis onto an annular region centered about the origin with outer radius |w| = 1 and inner

radius |w| = d. Find the radius 4.




PhD Preliminary Qualifying Examination
Applied Mathematics
August 13, 2001

Instructions: This exam is in two parts. Do three problems from
each of the two parts. Indicate clearly which questions you wish to
have graded, as no more than three questions from each part will
be graded.

Part A.
1. (a) Describe the Gram-Schmidt orthogonalization procedure for a set of
n-vectors {us, Uz, ..., Uk}-
(b) Suppose k < n and that the vectors {ui,us,...,up} are linearly
independent. Show that the Gram-Schmidt procedure is equivalent
to factoring the matrix U with column vectors {uy,uz, ..., ur} as

7 = QR where R is triangular. What is the structure of 7

(c) Use this factorization of U to find the least-squares solution of Uz =
b.

2. The dilation equation is

o(z) =Y epd(2z — k).
k

Show that the function

T Q<< i
Nolzy=4{ 2-2 1<r<2
i\ elsewhere
satisfies the dilation equation. What are the values of ¢, 7 Are the wavelets
formed from N(z) an orthogonal set? Why or why not?

3. {a) State the Riesz Representation Theorem:.

(b) Use the Riesz Representation theorem %o prove that a bounded linear
operator on a Hilbert Space has an adjoint. Prove that the adjoint
is a bounded linear operator on the Hilbert space.

(¢) Find the adjoint for the operator
3
(K = [ minie,y)u(a)de
0

4. {a) What is the weak formulation for the boundary value problem u” =
f(z) subject to boundary conditions u(0) = u{l} =07



(b) Let ¢(z} = Na{z + 1) where Np{z) is the piecewise linear function
given in Problem A.2. Divide the unit interval [0, 1] interval N uni-
form subintervals with endpoints at zz = wff,q, kE=0,...,N. Use ¢(x)
to define a finite element basis for continuous piecewise linear func-
tions on the unit interval which interpolates function values at xy.
Suppose u, = u(z) is known. Express u(z) in terms of ¢(x).

(¢} Use the Galerkin method to find equations for uy = u{xy) that ap-
proximately solve the boundary value problem in part (a), using the
piecewise linear finite element basis.

5. (a) Find all conditions on «, 3, v, and f(z) for which solutions of
w4 ofu = f(x), u{0) = 3, an' {0y —u'(1) =~

exist.
{b) Find an integral representation for the solution in the case that o = 0.




Part B.
o
1. Evaluate [~ iyde.
2. Remark: For this problem you may use without proof that [ etredy =
d(z).
(a) Suppose f(z) has the Fourier transform F(y). Evaluate

] " @) fla B

in terms of F(u}.
(b) Use this identity to prove that the set {sinc{t — k)}3%._., forms an
orthonormal set.
3. (a) Derive the “diffusion” or “heat” equation in several spatial dimen-
sions.
(b) Tn the derivation of this equation, it is routinely assumed that L [qulz, t)de =
fa %‘f—dm. Under what conditions is this interchange of order valid?

Prove your resuit. Hint: Examine the function w{f) = f(}t ( Iq Q%f»ﬂdm) dt.

4. Find an integral representation for the solution of the telegrapher’s equa-
tion
Yt A QUg + DU = Uge

with ©(0,1) = () and u,(0,t) = g(t} specified for all time.

(a) Find the leading order behavior of
o §3
Giz) = J[ cos (ﬂ:(w - t)) dt
0 3
for large z.

{(b) Qutline the method to find more terms in the asymptotic expansion
of G(x).
Useful information: [0 cos(az?)dz = (7 sin(az’)dz = /5.

L



Applied Math Qualifying Exam
August 15, 2000

For each of the following two sections, do three out of five problems.

Section A

A1 (a) State the Singular Value Decomposition Theorem.

(b) For any n x m real matrices A and B, show the Tr(AB*) =
Tr(BA*).

(c) Show that ||A|] = \/Tr(AA") is a norm.

(d) Suppose A and B are n x m real matrices. Find the orthogonal
‘matrix Q that minimizes ||{QA — B|| using the norm of part c.

A.2 Suppose the function ¢(z) is Lipschitz continuous on the unit interval
0 < z < 27 and that limg 0 ¢(z) = ¢(0F) exists. Suppose [5° $2Edy =
a is known. Evaluate limg_, f[f” é(m)ﬁmTk“—:dw (with % restricted to be
integer-valued).

A3 (a) Show that the functions {e™*}72 . form an orthogonal set in
L*0, 27].
(b) Suppose f(z) € L*[0,2n]. Let o = o7 f(z)e™*dz. Prove that

{an}2. . is convergent in 12 and also that %% a,e™* is con-
vergent in L2[0, 27}, What does T2, ane'™* converge to?

(c) Suppose f(z) and g(z) are 27 periodic functions and square in-
tegrable on the interval 0 < z < 27. State and prove the Con-
volution Theorem for these functions, that is, find the Fourier
coefficients of the function h(z) = 7 f(z — t)g(t)dt in terms of
‘the Fourier coefficients of f{z) and g(z).

A.4 Under what conditions does a solution of the boundary value problem
u' = f{z) with u(0) = o, u'(§) = 5 exist?

A.5 Find the representation of the delta function and the appropriate trans-
form pair for the differential operator Lu = —u” on the interval 0 <
¢ < 7 subject to boundary conditions u'(0) = 0, u{r) = 0.



Section B
B.1 Evaluate [°3 $2Zdy.

B.2 (a) Find the Fourier transform of 22,

(b) Suppose that the Fourier transform of the function f{t} is 0 for
frequencies whose absolute value is greater than m/h . Find the
representation of f(¢) in terms of sinc functions.

B.3 Approximate the integral

ek(z—2)2

I(k)zfc ——d (1)

for large k, where the contour C is the vertical imaginery axis from
z = —i00 t0 2z = 100,

B.4 Solve the discretized heat equation s, = 75 (Uny1 — 2Un + Un-1) With
~00 < n < oo and initial data us(t = 0) = sin 0 where k is a fixed
integer.

B.5 Suppose 2 is some closed, bounded domain in two spatial dimensions.
(a) Under what conditions does the equation V2 =0inQ,nVe=f
on 61, have a solution? Is it unique?

(b) Find an integral equation for ¢ on the boundary 9. Be as explicit
as possible.

(c) Under what conditions does this integral equation have a solution?
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Applied Math Qualifying Exam Part A

(Solve three of the six problems for full credit on Part A.)

Problem Al.

Construct the Green function for the equation

" +u= f(z) (—oo <z < +c0), ulz) > 0asz— oo,

Problem A2.

Solve the differential equation in the sense of distributions
o' =8(zt - 1), z€[-2,2], u(-2)=u(2)=0

Discuss why two boundary conditions are provided for the first order differential equation.

Problem A3.

Suppose that 7" is a transformation of a complete metric space X, and T™ (for a certain
positive integer n) is a contraction with fixed point a. Show that

(1) a is a fixed point of T;

(2) T has only one fixed point;

(3) the sequence of successive iterations ug, u; = Tug, up = Ty, ... tends to a for any

initial element ug € X.

Problem A4.

Let C. be a closed convex set in a Hilbert space H, and let u be an arbitrary vector i

Show that there exists one and only one element in C which is closest to u.

Problem AS5.

Prove the following statement. In an arbitrary real Hilbert space H an orthonormal system
(¢1,P2:+ > Pns - ) is complete if and only if the equality

IR =30 < fgn>?
n=}

holds for any f € H.
Problem AS6.

For a function f(z) “sufficiently smooth” and “sufficiently fast decaying” as £ — oo, the
Fourier transform of f is defined as g(k) = J°°, f(z) €** dz. Suppose that the function
f(z) is normalized such that its Ly-norm is 1. Let

B= [ Plf@)Pds, Ee= [ Klo®)dk
— =00
Prove and interpret the inequality
1
E, B > ;I
(Hint: Apply Schwartz’s inequality to 2 f(z)f'(z); use Plancherel’s equality.)

2



Applied Math Qualifying Exam Part B

(Solve three of the six problems for full credit on Part B.)

Problem B1.
Evaluate the integral

o0 gin T
Im/ SNT i
0 T

Problem B2.
Evaluate the integral

00 €4}
1= [" S—dn
0 z=+1
where a is a parameter, ~1 <a <1.

Problem B3.

Find a conformal transformation of the domain D between the unit circle I't = {z =z +iy :
|z2| = 1} and the vertical line [, = {z =z +1y: = = 5/3} onto a domain between two

concentric circles.

Problem B4.

Liouville’s theorem states that a function analytic and bounded in the complex plane is

necessarily a constant.
Prove this theorem. Using it prove the Fundamental theorem of algebra: Every polynomial

P(z) which is not a constant has at least one complex root.

Problem B5.

Find the bounded solution u(z,y) of the Laplace equation in the sector
3n . "
D:{(r,@):0<9<-i—} (x +iy =z =re")

satisfying the boundary conditions

u=0when =0, u=>H whenf)m?-f.
Problem B6.
Find the leading behavior of the integral
I v_eT g
= e /1
(=) o 1+tlogt as & oo

Explain your rationale.
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Applied Math Qualifying Exam Part A

Solve two of the four problems for full credit on Part A.

Problem A.1l.

Prove the following statement. In an arbitrary real Hilbert space H an
orthonormal system (¢1, ¢z, ..., @, . . .) is complete if and only if the equality

AR =5 < £ dn >
n=1

holds for any f € H.
Problem A.2.

Consider the integral equation
1
u(x) = f(z) + %f ztu(t)dt, for0<z <1
[

where f(z) is a prescribed function.
a). Show that the equation has at most one solution.
b). Derive a formula for the solution.

L} 'Cd.lbu},a‘a}t: ‘th aﬁ}ﬂﬁiﬂﬁ*fﬁr" HEe-BPe
Problem A.3.

Construct the Green function for the equation
uw"{z) = f(z) on the interval 0 < 2 < 1

if u satisfies the auxiliary conditions

/ ' pulz)dz =0 and w(0)+ (1) =0.

Problem A.4.

Solve the differential equation in the sense of distributions
zu' =6(42 - 1), ze[-1,1], u(-1)=1, u(l)=0

Discuss why two boundary conditions are provided for the first order differ-
ential equation.



Applied Math Qualifying Exam Part B

Solve two of the four problems for full credit on Part B.

Problem B.1.

Using complex integration, evaluate the integral

2n 1 d
..,[0 1+4cos¢ ¢.

Problem B.2.
Evaluate by contour integration
o rsin 3x
I'= / 4 + :n2
Problem B.3.

Using conformal mapping find the electrostatic potential ¢(z, y) in the region
between the circumferences

y={z: |2|=1} andl={z: |z-1]=25}
satisfying the boundary conditions

¢p=0ony, ¢p=1lonl.

Problem B.4.

Liouville’s theorem states that a function analytic and bounded in the com-

plex plane is necessarily a constant.
Prove this theorem. Using it prove the Fundamental theorem of algebra:

every polynomial P(z) which is not a constant has at least one complex root.



Applied Math Qualifying Exam Part C

Solve two of the four problems for full credit on Part C.

Problem C.1.
The so called “Brachistochrone problem” admits such formulation. “A parti-
cle is sliding along a trough (in a vertical plane from the point (0, 0) to some
given point (z1,%1) (71 > 0, 1 < 0) under the effect of gravity without
friction (having zero initial velocity). Find the form y = Y (z) of the trough
which minimizes the time of descent of this particle.”
2). Find the functional that ought to be minimized.
b). Using this functional, write the boundary value problem that ought to
be solved for finding the solution of the “Brachistochrone problem”. You do
not need to solve this boundary value problem.

Problem C.2.

The z-transform is defined on sequences in {* by the following formulas

Uz)= D, ta2", U -——L_/C"U(z)z”“"ldz

— o 2mi

where C is a closed contour enclosing the origin, and integration is counter-
clockwise.
If 2 is restricted to lie on the unit circle, then U(z) = U(e”) = f(6).
a). Find the relation between the z transform and the Fourier series repre-
sentation of f(f).
b). Use the z-transform to solve the system of equations

duin _ Upyl ™ Up—1

= = (n=0,+1,42,..)

with initial condition u,(0) = fno (h is a positive constant).
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Applied Math Qualifying Exam Part A
Do two out of the four problems for full credit on Part A.
Problem A.l Let x and y be vectors in an inner product space.

(a) Verify that the choice
_<Ty>
il
makes ||z — ay|{® as small as possible.
(b) Show that | < z,y > |? = {|=|/*|ly}|* if and only if z and y are
linearly dependent.
Problem A.2 Suppose A € IR™™ and b € R™

(a) Show that the equation
A*Azx = A%
has a solution. Under what conditions on A is the solution unique?

(b) Show that the eigenvalues of A*A are non-negative and that its
positive eigenvalues are the same as the positive eigenvalues of

AA*.
Problem A.3 Let H be a Hilbert space and L: H — H.

(a) Find and prove the condition that ensures
1
Lu= [ k(zy)uly)dy
0

is a bounded linear operator in L?[0, 1].

(b) Under what condition does the adjoint operator L* exist? Assum-
ing that this condition is satisfied, give L.

Problem A.4 Let {¢;} be a (finite or infinite) orthonormal set in a Hilbert
space. Prove that for every vector f in the space

AP <1< fude> I

If inequality in above equation is replaced by strict equality, what can
be said about the set {¢;}7



Applied Math Qualifying Exam Part B

Do two out of the four problems for full credit on Part B.

Problem B.1 Use a Green’s function to find the representation of a possible
solution to
' +wly = fz), y(0)=y'(1)=0

for arbitrary values of the parameter w. For what values of w does
the solution exist? If the solution does not exist find the least square
solution. Explain the meaning of the least square solution.

Problem B2. Derive the boundary value problem for a minimizer wy of the
functional

_ Jy (¢(@) (") +w?) da
min :
weerlo, 1, w(@=0 [} $(x) (w)’ dz + fw(1)?

where ¢(z) > 0, Yz € [0, 1], £ is a real parameter.

Problem B.3 Evaluate the integral

B f z? cos z
ot at a4
by contour integration. Use the Jordan lemma.

Problem B.4 Find the spectral representation of the delta function for the
operator
= -—d2 T € [0,00), u(0)=4'(0)
Lu = u{0) = .
d?x’ T

Classify the spectrum of this operator.



Applied Math Qualifying Exam Part C

Do two out of the four problems for full credit on Part C.

Problem C.1 Define and find the Green’s function for the discrete operator
Lu = —Au — Au defined on the space of doubly infinite sequences
u = {up},—00 < n < oo, with % u? < oo, and with (Au), =
Upyl = 2Up + Up—1.

Problem C.2 Prove that the Hermite polynomials form a complete set on
—00 < z < oo with the inner product (u,v) = [ u(z)v(z)e % /2dx.
Hint: The following steps will prove useful:

(a). Show that if the Hermite-Bessel coefficients of f(z) are all zero,
then [ e % /2" f(z)dx = 0 for all n.

(b). Show that the Fourier transform F(z) of the function f(x)e*"/2
has no singularities in the complex plane and is therefore an entire
function.

(¢). Calculate the Taylor series of F'(z) and show that it is zero. What

Hermite polynomials?

Problem C.3 Approximate the integral

eklz=1)?

I(ic)z/czmi/zdz (1)

where C' is the vertical imaginery axis from z = —¢00 to z = ioc.

Problem C.4 Find the first four eigenvalues for a “half drum”, that is, for
the Laplacian on a semicircular domain, 0 < r < R,0 < 8 < 7, with
homogeneous Dirichlet boundary conditions. Sketch the nodal lines for
these eigenfunctions.

Hint: The zeros of Bessel functions are A,,, where J,(A,) = 0. They
are ordered as Agp < Ap < Agr < Aga < Agp < Ag < Aq-

L : o T2y, — L8 duy L 8%
The Laplacian in polar coordinates is Viu = 2 2-(r58) + 555,

e eoniC Histon can youdraw about f{z ) and what does thissay about
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Applied Math Qualifying Exam Part A

Do two out of the four problems for full credit on Part A.

Problem A.1 State and prove the Fredholm Alternative Theorem for linear
operators L : R" — IR™.

Problem A.2 Given a set of linearly independent vectors uy, usg, ..., uy

(a) Describe the Gram-Schmidt procedure to produce an orthogonal
set of vectors from the original set.

(b) Suppose U is a matrix with linearly independent columns. De-
scribe the QR factorization of U using Householder transforma-
tions.

(¢} In what sense are these two procedures equivalent? Prove your
answer.

Problem A.3 Let A be an m % n matrix and let the n x m matrix A" denote
the Least Square Pseudo-Inverse of A.

(o St the conditions that define &
(b} Show that A’ always exists.

(c) Construct A’ explicitly for the 2 x 2 matrix

11
A"(o.a 0.5)'

Problem A.4 Let Lu(z) = [y (t — z)ult) dt.
(a) Find the resolvent operator associated with the integral equation
= f{z)+ Lu.
(b) Solve the integral equation v = 1 + Lu.

(c) Show that the integral equation u = 1 + Lu is equivalent to a
differential equation and give the equation.



Applied Math Qualifying Exam Part B
Do two out of the four problems for full credit on Part B.
Problem B.1
(a) Find the extended operator for the boundary value problem {BVP):
y'—y=f(z), ay(0)+y(0)=0, (1) =a (1)
(b) Solve the differential equation in the sense of distributions:
' =642* 1), ze[-11, z(-)=1, z(1)=0. (2)

Discuss why the first order differential equation satisfies two bound-
ary conditions.

Problem B.2
(a) Find the Green's function for the BVP:

1
fm‘f{m\,am
Rt A

o~
G
e

jo L¥ i g iy ¢ HES

(b) Find the modified Green’s function for the BVP:
—u"=f O<z<l, w0 =u(l), 0)=d41). (4

Problem B.3 Compute the Euler equation for the minimizer of the follow-
ing variational problem. Check Legendre’s necessary condition. Discuss
the dependence of the minimizer on the parameter a.

1
b ! 2 2, L. fad
&1&3}/0 (('Eu) + aww xinw) dz, (5)

W={w: we Hy0,1), w(0)=1}.

Problem B.4 Compute the following integral. Use the Jordan lemma.

o rsinT
/9 x2w§~1d$' (6)

B



Applied Math Qualifying Exam Part C

Do two out of the four problems for full credit on Part C.

Problem C.1 Suppose f(t) is a band limited function with Fourier Trans-
form F(u) =0 for | 4 |> L. Define the sinc function So(#) by

__sin(rt/h)
i) = 2 @
Show that -
Fty= > f(kh)So(t — kh). (8)
k=00

Problem C.2 Suppose f(#) is a 27 periodic function. Define its Hilbert
Transform as follows: Let u(r,0) be the solution of Laplace’s equation
on the unit circle satisfying Neumann data u,(1,8) = f(#). The Hilbert
transform of f is H{f) = us(1,8).

Use separation of variables to find the Hilbert Transform of f in terms
of its Fourier coeflicients

Problem C.3 Find the leading order approximation to the integral
[ = f cos 2(£3/3 — t)dt 9)
0

for large positive x.

inte 17 214 — ; 204 Fis
Hint: Use that [%_ cosat?dt = [T sinatdt = /.

Problem C.4 A uniform spherical potato at temperature T is placed in
the center of a large oven that is kept at a uniform temperature 7.
Estimate how long it takes for the temperature at the center of the
potato to reach (T + T1)-

Hint: The Laplacian in three dimensions with spherical symmetry is

Vi = L4 (r2d),



Written Qualifying Examination in
APPLIED MATHEMATICS

September 11, 1995

Instructions: The examination Lias three parts consisting of four prob-
lems each. You are to work two problems from part A, two problems
from part B and two problems from part C. If you work on more than
six problems then state which problems you wish to be graded.

Problems will be assigned equal weight for grading. In order to pass
the Qualifying Examination your overall score must be at least 60%.

Potentially Useful Information

- — 3 " W 3 =1
Legendre oy TioNnals

Pyx) =1, Plz)=z,Py(a) = (327 ~ 1)/2

fl P¥a)dx = 2/(2f + 1)

Fresnel Integrals

o 9 e 2 1
f cos(x)dz = / sin(e’ydr = <
9 0 2

i

o0 2 1
f e dr = =7
0 2

Bessel Functions

o w
Jn(x) = -23- / ez sim(@-n8) gy — ! / cos(zsin(d) — nb)dd
7 Jo T Ja



Part A
Do two of the four problems.

Problem Al. Let A be a real m X u matrix with adjoint A*. {a} Prave
that if R(A) and N(A4) denote the range and nullspace of A4 respectively,

then
R(A)s N(4")y=R™.

(&5 means orthogonal direct sum.) (b) Using the result of (a), state and
prove Fredholm’s Alternative Theorem.

Problem A2. Let A be areal m X n matrix. {a) Define the Least Square
Pseudo-Inverse A’. (b) Show how Gaussian Elimination can be used to

compute A’

Problem A3. Let § = {¢1,92,...,%n,...} be a countable orthonormal
set in a Hilbert space M. Prove that S is a complete orthonormal set if and
only if it is a maximal orthonormal set: i.e., there exists no unit vector ¢

such that {9, ¢1, ¢2,...,¢In,...} i5 an orthonormal set.

Problem A4. Consider the integral equation

w(z) — )\/_11 in(a:)Pj(t)’u.(t}dt = f(x), for -1 <z £1,

where Pj(x) is the 4" Legendre function. (a) For which values of A does the
integral equation have a unique solution? (b) Calculate this solution for the

case that f(z) =z* + 1.



Part B
Do two of the four problems.

Problem B1. Let f{z} bein the Hilbert space L*{—o0, o0}, Construct and
use a Green’s function to find the solution in L {~oe,00) of the equation
u' — oy = f(x), (o > 0).

Problem B2. Liouville’s theorem states that a bounded entire function
f(z) must be a constant. (a) Prove Liouville’s theorem. (b) Use Liouville’s
theorem to prove the Fundamental Theorem of Algebra: every polynomial
P.(z)of degree n > 1 has a root.

Problem B3. (a) State and prove Jordan’s Lemma of complex function
theory. (b) Use Jordan's Lemma and the residue theorem to prove the

equation

/°° cos{x) e = e
0

et i
2 + a? 2a
where a > 0.

Problem B4. Find the spectral representation of the delta function for
the selfadjoint operator L in the Hilbert space L*(0,1) defined by

fu=-u" for0<e<1

w(0) =0, and u{l) + /(1) = 0.



Part C
Do two of the four problems.

Problem C1. The (generalized) Hilbert transform H of a periodic function
f can be defined as follows: For any simply connected two-dimensional
domain €2, let ¢ satisfy V3¢ = 0 with Vén = f on Q. Then Hf = V¢t
on 9§ (n is the exterior unit normal, t is the unit tangent vector.)

a) Prove that H(Hf) = —f.

b) Find a relationship between the Fourier transform and the Hilbert trans-
form, using a unit circle as the domain Q.

¢) What is the Hilbert transform of f(z) = asin(z) + beos(2z)?

Problem C2. Using an integral representation for the n-th order Bessel
function J,(x), find the leading order asymptotic representation of J,(z) for
large positive T.

Problem C3. The z-transform is defined on sequences in €% by

2 c

where the contour C is a closed contour enclosing the origin, and integration
s acl-ta-iin on {*ha unit_cirele then IM{z) =

s eoiterciockwiserHrz-isrestricted-to-i

U(e?) = f(9)

a) Find the relationship between the z-transform and the Fourier series
representation of f(8).

b} Use the z-transform to solve the system of equations

du 1

(lt r)h(“‘ﬂ-’ri - “’fl—i)

il

with u,(0) = éno.

Problem C4. The flux g of dilute chemicals in a solute is usually assumed
to be governed by Fick’s law, ¢ = —-D¥¢, where ¢ is the concentration. In
an electric field, if the chemical species is lonic, then the flux is given by the
Nernst-Planck equation ¢ = —DVe— pcVe where ¢ is the potential of the
electric field.



a) Assuming the field Vb is constant, and is independent of the concentration
of the ionic species, find an evolution equation governing the concentration
¢ as a function of time. :

b) Suppose the concentrations at the two ends of a one dimensional domain
are held fixed. Find the concentration as a function of time, starting from
arbitrary initial conditions.

Caution: The spatial operator is not self-adjoint! A transformation of the
form c(x,t) = e**u{x, 1) is helptul.




Written Qualifying Examination in
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Instructions: The examination has three parts which will be assigned
separate scores. A perfect score (100%) requires complete solutions of
two problems from part A, two problems from part B and two problems

rahlome

“from part C. Tf you work oni more tham the required-number-of-problems—-

then state which problems you wish to be graded.

In order to pass the Qualifying Examination you must score at least
60% on part A, at least 60% on part B and at least 60% on part C.



Part A
Do two of the four problems for full credit on part A.

Problem Al. Prove that an orthonormal sequence {¢1,¢2,...,%n} in a
Hilbert space H is complete if and only if Parseval’s relation

o0

IF17 =32 1< frdn >

n=:1

holds for all vectors f € H.

Problem A2. Let A be an m x n matrix and let the n x m matrix A’
denote the Least Square Pseudo-Inverse of A. (a) State the conditions that
define A’. (b) Show that A’ always exists. (c) Construct A’ explicitly for

the 2 x 2 matrix
11
A—(O (})'

Problem A3. Consider the boundary value problem u” = f(z),4'(0) =
0,u(1) = 0 where f(z) is a prescribed function. (a) Show that the problem
has at most one solution. (b) Show that the solution can be written as

1
w(z) = [ kz,y)f )y

S

for all continuous functions f(x) where

rz~1 for0<y<z <],
k(z,y)-—{ y—1 for0<z<y<l

Problem A4. Consider the integral equation

w(z) = f(z) +1/2 fo " ptu(t)dt, for 0< z <1

where f(z) is a prescribed function. {a) Show that the equation has at
most one solution. (b) Derive a formula for the solution that is valid for
any continuous function f(z). (c) Calculate the solution for the special case

flzx) = 5z/6.



Part B
Do twe of the four problems for full credit on part B.

Problem B1. Find the general solution, in the sense of distribution theory,
of the differential equation

22 (z) = 8(=* - 1),

Problem B2. Construct the Green’s function for the equation u"(z) =
f(z) on the interval 0 < = < 1 if u satisfies the auxiliary conditions
{4 zu(z)dz = 0 and 2(0) +u'(1) = 0.

Problem B3. Find the adjoint operator, its domain and the least squares
solution of the problem Lu = 4u” +u=e"for0 <z < /2 if u(0) = o and

u{n/2) = B.

Problem B4. Find the Euler equations and boundary conditions for the
minimization problems of the functionals

b = min [ 6 + ()

and

|
I = min f (W) — w + (= — 1)(u)?]dz,
0
if w(0) = 1 and v/(1) = 2 for both problems. Why do their Euler equations
coincide?



Part C
Do two of the four problems for full credit on part C.

Problem C1. Find the spectral representation of the delta function for the
operator £ defined by Lu = —u" on r € (—00,0] with boundary condition
u{0) == 0. Then solve the problem Lu = f if f(z) =1 for -2 << —1 and
f(z) = 0 elsewhere.

Problem C2. Find the Green’s function for the Poisson equation Au =
f in the infinite strip 0 < ¥ <1, —00 < x < oo with boundary data
u(z,0) = 0 and u(z,1) = 1. Then solve the problem (in quadrature) if

flz,y) =yl - )™
Problem C3. Describe quantitatively the diffusion of 3 units of a diffusing

material which is placed at the initial moment t = 0 at the origin of an
infinite two-dimensional plane. Assume that the plane has unit conductivity.

Problem C4. Derive the first term in the asymptotic representation, valid
for © — -+00, of the function

F(zx) = /: cos(t*V z3 + x)dt.






